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The Faddeev technique is employed to address the problem of describing the influence of both particle-particle and particle-hole phonons on the single-particle self-energy. The scope of the few-body Faddeev equations is extended to describe the motion of two-hole one-particle (two-particle one-hole) excitations. This formalism allows to sum both particle-particle and particle-hole phonons, obtained separately in the Random Phase Approximation. The appearance of spurious solutions for the present application of the Faddeev method is related to the inclusion of a consistent set of diagrams. The relevant formalism is employed to study the influence of both particle-particle and particle-hole phonons on the single-particle spectral function of $^{16}$O. An iterative procedure is applied to investigate the effects of the self-consistent inclusion of the fragmentation in the determination of the phonons and the corresponding self-energy. At the same time, the excitation spectra of $^{16}$O, $^{14}$C and $^{14}$N are obtained in a self-consistent way. The present results indicate that the characteristics of hole fragmentation are related to the low-lying states of $^{16}$O. This implies that a better description of particle-hole phonons is necessary in order to improve the description of hole fragmentation. A first attempt in this direction is pursued.
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Chapter 1

Introduction and Motivation

1.1 Motivation

Correlations in the nucleus produce a substantial reduction of the occupation probability of single-particle (sp) shells with respect to the independent-particle model (IPM) prediction. A substantial part of this depletion is due to the coupling to high-lying excitations reached by the strong short-range and tensor components of the nucleon-nucleon interaction [1, 2]. At low energy, the presence of various collective modes may result in a rearrangement of the sp strength distribution around the Fermi energy [3]. Experimentally, these features can be observed in the $(e,e'p)$ reaction as a reduction of the absolute spectroscopic factors for the knockout of a nucleon from a valence shell, as the strong fragmentation of the spectral strength for more deeply bound sp states, and by the appearance of small fragments associated with sp states that are empty in the IPM. Studies of $(e,e'p)$ reactions have determined absolute spectroscopic factors in many closed-shell nuclei [4, 5, 6] demonstrating that the removal probability for nucleons from these systems is reduced by about 35% with respect to the shell-model predictions. More recently, also $(e,e'NN)$ reactions, that involve the emission of two nucleons from the target, have become feasible [7, 8]. The latter were motivated by the possibility to directly study the high-momentum components, produced by short-range and tensor correlations (SRTC), between pairs of nucleons at low energy. Such experiments are now able to disentangle the most relevant lowest states of the residual $A - 2$ nucleus [9] which are also influenced by the presence of low-energy correlations.

The theoretical study of one- and two-hole spectral functions to understand the results of the above reactions, requires substantial efforts in computational many-body physics and does not always give a complete explanation of the observed data. In particular, the nucleus of $^{16}$O is still not completely understood at the microscopic level and theoretical calculations of its properties still fail in two ways.

First, the experimental spectroscopic strength [10] for the knockout of a proton
<table>
<thead>
<tr>
<th></th>
<th>experiment</th>
<th>GF-sr</th>
<th>VMC</th>
<th>CBF</th>
<th>GF [18]</th>
<th>GF [19]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z_{p_{3/2}}$</td>
<td>0.50–0.64</td>
<td>0.91</td>
<td>0.90</td>
<td>0.90</td>
<td>0.85</td>
<td>0.76</td>
</tr>
<tr>
<td>$Z_{p_{1/2}}$</td>
<td>0.54–0.72</td>
<td>0.89</td>
<td>0.90</td>
<td>0.83</td>
<td>0.77</td>
<td></td>
</tr>
</tbody>
</table>

Table 1.1: The experimental and theoretical values for the absolute hole spectroscopic factors of the principal $p_{1/2}$ and $p_{3/2}$ orbitals. Reported is the range of values obtained from different analysis of the experimental data. The theoretical results have been obtained by employing different techniques, such as Green’s function approach to study short-range correlations (GF-sr) [13], variational Monte Carlo (VMC) [14], correlated basis function (CBF) [15] and other applications of Green’s function theory that include long-range effects (GF) [18, 19]. The effects of the center of mass motion are not included in any of these theoretical results and are known to produce a 7% increase of the spectral strength.

from both the $p_{1/2}$ and $p_{3/2}$ shells corresponds to about 60%. Table 1.1 gives an overview of the present experimental and theoretical values. The uncertainty in the experimental values is a consequence of the sensitivity to the model adopted for treating the final-state interactions. In general, the outgoing proton is described by a wave distorted by a complex optical potential which describes the corresponding elastic proton scattering data. This introduces an uncertainty in these spectroscopic factors since the $(e,e’p)$ reaction probes the interior of the nucleus, where elastic proton scattering is less sensitive. The inclusion of a relativistic description of the outgoing proton in the analysis of the data can further change these results somewhat [10, 11, 12]. An assignment of a 5 to 10% error for the experimental absolute spectroscopic factors appears quite reasonable at this time. Several theoretical studies have focused on the effect of short-range correlations [13, 14, 15] and computed spectroscopic factors directly for $^{16}$O. All these works yield a strength reduction of about 10% in general agreement with expectations based on nuclear-matter calculations [1]. Center-of-mass corrections are known to raise the spectroscopic factor by about 7% [16, 17], resulting in a substantial disagreement with data. The effects of long-range correlations (LRC) were studied in Refs. [18, 19]. The inclusion of LRC in these works is limited to the Tamm-Dancoff (TDA) approximation for the intermediate two-particle–one-hole (2p1h) and two-hole–one-particle (2h1p) states in
the nucleon self-energy using the G-matrix as a residual interaction. The reduction of the \( p_{1/2} \) and \( p_{3/2} \) spectroscopic factors due to these LRC is about 15\%. In the calculations of Ref. [19], a combined treatment of LRC and SRTC was obtained. The resulting \( p_{1/2} \) and \( p_{3/2} \) spectroscopic factors correspond to 77\% and 76\% of the sp strength, respectively, without inclusion of center-of-mass corrections. Short-range effects were included by employing the energy-dependence of the Brueckner G-matrix in the corresponding self-energy contribution. The resulting disagreement with the experimental data appears to be about 15-20\% after considering the center of mass effects. Some allowance for the uncertainty of the extraction of the spectroscopic factors should be factored in. Looking at the overall picture, a comparison between the quoted results suggests that the quenching produced by SRTC appears to be well established. At the same time, the results of Refs. [18, 19] clearly show that a substantial improvement can be obtained by the inclusion of LRC. The latter are identified as an essential ingredient that is needed for a complete understanding of the discrepancy with the experimental data.

The second issue regarding \(^{16}\text{O}\) concerns a satisfactory understanding of the fragmentation of the sp strength at low energy. In particular, the experiments show that the spectral strength for the emission of a \( p_{3/2} \) proton is split in one big peak and a few smaller ones [10]. The latter are found at a slightly higher missing energy and carry a reasonable amount of strength: of the 60\% observed mean-field strength, about 5\% is distributed in these small peaks while the rest is in the main fragment. This feature is not reproduced by the results of Refs. [18, 19], where all the strength is concentrated in one single peak. Other experimentally observed hole fragments, like the \( d_{5/2} \) and \( s_{1/2} \) found at about -17.4 MeV missing energy, are not reproduced as well. The full one-hole spectral function for small missing energies was computed in Ref. [19] and the results were subsequently used as a starting point for the study of the \(^{16}\text{O}(e,e'p)\bar{p}\) reaction [20, 21]. The high-momentum components of the two-hole overlap function caused by short-range effects were also included by adding the proper defect functions computed directly for the \(^{16}\text{O}\) nucleus [22]. These calculations led to a proper description of the experimental cross section for two proton emission [7, 8] to the ground state of \(^{14}\text{C}\). In spite of these successes, the one- and two-hole spectral functions still miss some key features of the fragmentation and do not describe all the relevant low-lying states of the residual nuclei \(^{15}\text{N}\) and \(^{14}\text{C}\). The spectrum of \(^{14}\text{C}\) contains two low-lying isovector \( 2^+ \) levels that can be reached by two-nucleon emission, but only one of them is reproduced by the above theoretical calculations. This missing state represents the main discrepancy between
the theoretical and experimental $^{16}$O(e, e'p) cross sections [8]. The need for a theoretical description of the $2^+$ splitting will become more compelling in the near future, since the high resolution of the experiments performed at MAMI can now distinguish clearly between the corresponding final states [9, 23]. It is interesting to note that the transition to both of the $2^+$ states can be interpreted as the knockout of two protons from a $p_{1/2}$ and a $p_{3/2}$ state. Although this has not been directly investigated before, it is natural to suppose that a connection exists between the spectrum of $^{14}$C and the fragmentation of the $p_{3/2}$ strength in $^{15}$N. The presence of a very low-lying $2^+$ state in $^{16}$O can also play a role. It is worth noting that the fragmentation of the $p_{3/2}$ strength, in turn, can be interpreted as a $p_{3/2}$ hole in either the ground state of $^{16}$O or one of its low-lying positive parity states. Thus, there exists an intimate connection between various excited levels of $^{16}$O and those of its neighbors. Since these spectra and transition amplitudes are naturally linked to each other, a formalism in which all of them are obtained in a self-consistent way is desirable, if not necessary, to resolve the above issues. Such self-consistent calculations have so far been restricted to second-order contributions to the self-energy using a Skyrme force for the effective interaction [24]. Such a treatment of LRC in $^{16}$O is inadequate since it does not include any residual interaction between the intermediate 2p1h and 2h1p states in the self-energy.

The merit of the calculations of Refs. [18, 19] was that the interaction between the 2p1h states (and 2h1p states) was summed to all orders. Thus a simultaneous description of the effects of both particle-hole (ph) and hole-hole (hh) (as well as particle-particle (pp)) collective excitations was achieved, including the interplay between them. These collective excitations, though, were accounted for only at the TDA level. An extension of these calculations beyond TDA is not a trivial problem and presents serious difficulties [25]. On the other hand, in order to account for the coupling to collective excitations that are actually observed in $^{16}$O it is necessary to at least consider a random phase approximation (RPA) description of the isoscalar negative parity states [26]. The situation is even more complicated if one wants to reproduce the low-lying isoscalar positive parity states. For example the first $0^+$ and $2^+$ excitations are known to contain relevant 4-particle–4-hole (4p4h) components [27]. For these states an RPA approach is not enough and an even more complicated treatment will be required [28]. A similar situation has to be faced in order to account for two-particle correlations in the medium. Sizable collective effects are present in the pp and hh excitations involving tensor correlations for isoscalar and pair correlations for isovector states. Also in this case, an RPA
treatment would be relevant.

This thesis aims to extend the calculation of Ref. [19] in two ways. First, we want to account for the collectivity in the ph and pp (hh) channels at least at the RPA level. The second goal is to achieve a self-consistent description of these correlations. The importance of the last point can be understood by noting that the observed fragmentation and depletion of the sp strength in $^{16}$O is quite substantial. Thus, it is reasonable to expect that these features are also important in the description of the excitations that contribute to the self-energy. To account for them one requires a self-consistent formulation where the dressing of the nucleons is incorporated in the description of the collective excitations (that ultimately leads to the dressing itself). For this reason the present work will be formulated using self-consistent Green's function (SCGF) theory. This type of self-consistency must also be considered in describing pairing correlations in semi-magic nuclei [29, 30]. The problem of properly describing the excitation spectra of $^{16}$O, going beyond the RPA scheme, represents one of the main missing ingredients in the present calculations. This will be addressed separately, still within the framework of SCGF.

1.2 Technical Issues

The consistent treatment of ph and pp(hh) phonons in the sp self-energies represents a non-trivial many-body problem [31, 32, 33] and is the main technical issue that was addressed in the present work.

A formalism in which both pp and ph phonons are treated at the RPA level in the self-energy was proposed in Ref. [34]. This work focused on the two-time two-particle one-hole (2p1h) propagator and generated a formulation that reduces to either including the pp RPA or the ph RPA phonons in the self-energy when ph or pp vertices are omitted, respectively. This expansion, however, was obtained using some drastic assumptions and disregarding some of the constraints that arise when propagators in different diagrams of the expansion are connected. Related to this issue is the appearance of unphysical solutions for the 2p1h propagator that have been discussed in [25]. Results in [25] have therefore been obtained mostly for the TDA treatment of the 2p1h propagator. Moreover, this approximation was obtained by employing mean-field (single-pole) sp propagators. In the present self-consistent treatment, which sums fully dressed propagators, this approach is no longer possible.

To proceed with the inclusion of both pp and ph collectivity in the nucleon self-energy it is important to note that the naive summation of diagrams containing
both pp and ph phonons leads to serious inconsistencies. This approximation is depicted in Fig. 1.1. The last of the three diagrams on the right hand side is already contained in each of the other two and must therefore be subtracted to avoid double counting. This subtraction introduces spurious poles in the Lehmann representation of the self-energy and generates meaningless solutions of the Dyson equation. In addition, each of the first two terms in Fig. 1.1 ignores the Pauli correlations between the freely propagating line and the quasi-particles forming the phonons, as noted in [3]. In the present work a formalism is pursued which sums the contribution of the pp and ph phonons to the self-energy to all orders avoiding the subtraction of the second-order diagram. The treatment of Pauli correlations is improved over methods that employ ph RPA phonons in the self-energy since all exchange terms at the 2p1h level are consistently included.

Other approaches have been proposed in the literature that attempt to extend the nature of the phonon correlations included by performing massive summations of diagrams [31, 32, 33, 35]. Nevertheless, a consistent resummation of both pp and ph phonons to all orders has not been achieved in these papers. The main problem in pursuing such an infinite summation of diagrams for the 2p1h propagator, which includes both pp and ph RPA correlations, is related to the fact that a two-body interaction can invert the sense of propagation of only two lines (i.e. change at most two particles into two holes and vice versa) while the third line continues to propagate in the original direction. In this way, a propagator depending on more than two times is generated. It is therefore necessary first to consider an exact

Figure 1.1: Example of an approximation for the self-energy. Although this approximation contains both ph and pp correlations it would generate incorrect results, due to the need of subtracting the second order term to avoid double counting.
formulation involving the four-time Green's function for the 2p1h propagator. Direct application of four-time propagator equations presumably will remain impractical for the foreseeable future. Appropriate approximations to this equation are therefore necessary to construct the relevant two-time Green's functions which contains the sought after correlations. The approach pursued in this thesis consists in computing the RPA phonons in the pp and ph channels, separately, and then summing them to all orders employing a Faddeev technique [36, 37]. This led to a formalism that has been proposed recently in Refs. [38, 39]. The resulting self-energy contains the inclusion of these pp(hh) and ph RPA phonons to all orders and therefore allows for an improved description of the influence of LRC on the sp propagator. In turn, the results for the hole (and particle) spectral functions can be employed in a subsequent dressed RPA (DRPA) calculation and then iterated to investigate the effects of self-consistency on the fragmentation.

A nontrivial problem in the implementation of the Faddeev equations is the appearance of spurious solutions [40, 41] which also have to be considered for the 2p1h propagator. As pointed out in Ref. [42], the spurious eigenstates are easy to recognize for the three-body problem since they also diagonalize the unperturbed Hamiltonian. Their main features are that their eigenvalues are known and that their wave-function amplitudes sum up to zero. The situation is more complicated when the Faddeev technique is employed in a many-body formulation. In particular, the fulfillment of closure relations for pp and ph amplitudes is related to the behavior of the spurious Faddeev eigenstates. Without a consistent treatment of this relation the spurious solutions will mix with the physically meaningful ones. Applying the Faddeev technique to the many-body problem, it is important to solve for all physical solutions that contribute to the self-energy. Thus, it is necessary to develop a formalism in which the spurious solutions are correctly separated from the physical ones.

A relevant feature of the Faddeev approach is that it can be naturally extended to include correlation effects that go beyond the standard (D)RPA level. For example, one may consider to employ the extended RPA (ERPA) equations [43] to include the effects of 2p2h states in $^{16}$O. Nevertheless, in order to properly generate the low-lying excitation spectrum these equations have to be extended at least to a level that includes the coupling of different phonons, following the approach proposed in Ref. [28]. A self-consistent treatment of the resulting equations would automatically include effects due to 3p3h and higher configurations. This type of calculation, however, is still in its infancy stage and the inclusion of the resulting
phonons into the Faddeev scheme is beyond the scope of this thesis.

The practical implementation of the present Faddeev scheme results in a set of equations that require a substantial amount of computational effort. Nevertheless, they can be solved in practice for the system of interest in this thesis.

1.3 Outline

In Chapter 2 the concept of Green's functions of a many-body system and the framework of SCGFs are introduced. The latter approach represents the basis underlying the calculations of the present thesis and provides the way to account for the effects of nuclear fragmentation. In general, the nuclear Hamiltonian contains sizable three-body forces [44] that are needed in order to correctly reproduce the binding energy of systems with three or more nucleons. Such interactions include contributions from two-pion exchange diagrams that involve excitations of a delta particle as well as effective terms that account for short-range interactions of the three nucleons. In the present work we are mainly interested in long-range effects, that involve small excitation energies. As a consequence, one should not expect any relevant contribution of delta excitations to the low-lying spectrum of $^{16}\text{O}$. For this reason three-body forces will not be considered in the present work.

Following the philosophy of the SCGF approach, the DRPA equations for $\text{ph}$ and pp (hh) motion will be discussed in Section 2.3 and then will be employed to generate the interaction kernel of the Faddeev equations, which are introduced in Section 2.4. In order to apply the formalism presented in Chapter 2 to a real system, further manipulations are required. These have practical importance but no further discussion of them is strictly necessary to understand the calculation and the physics associated with the results of this thesis. To avoid discontinuity in the discussion, the rest of the formalism will be presented in the appendices. In particular, Appendix A will deal with the (D)RPA equations and their extension to include two-phonon states. In Appendix B the Faddeev equations will be discussed in detail, paying particular attention to the issues related to the spurious solutions. Although so far only the 2p1h propagator has been mentioned, it should be understood that the corresponding two-hole one-particle (2h1p) propagator must be included in the calculation of the nucleon self-energy. In the present work no coupling terms are considered that transform the 2p1h into the 2h1p propagators (or vice versa). For this reason the same technique can be used for both propagators and we will use the generic 2p1h case to discuss the theory throughout this thesis.

The Faddeev formalism is applied to $^{16}\text{O}$ in Chapter 3. These calculations are
performed within a truncated model space and a G-matrix interaction is employed as an effective interaction. Effects of short-range correlations are included by taking into account the energy dependence of the G-matrix, as in Ref. [19]. Contributions from either three-body interactions or relativistic effects still play a role in determining the spin-orbit splitting of states close to the Fermi level. This can be taken into account in an effective way, as explained in Section 3.1.2. The results of Section 3.2 for the hole spectral function have already been published in Ref. [45]. Further results, pertaining to the ph and lh phonons, are presented in the following sections. It is shown that a proper description of the ph propagator is needed in order to fully understand the fragmentation properties of the sp spectral function. Chapter 4 deals with the extension of the ph RPA equation and represents a first step to obtain a complete description of the spectrum of $^{16}$O. Two-phonon contributions are embedded into the ERPA formalism and the resulting formalism is applied to study the ph propagator. Conclusions are drawn in Chapter 5.
Chapter 2

Formalism

The aim of this chapter is to present the formalism employed to study the spectral function of $^{16}$O. The interaction used in the calculations will be of G-matrix type and its energy dependence will be taken into account at the level of the Hartree-Fock term, in order to properly account for the effects of short-range correlations. Nevertheless, the results presented in this chapter have general validity. Therefore the formalism will be discussed in terms of a general two-body interaction, $\hat{V}$.

The general definition of Green’s functions and their relation to spectral functions is given in Section 2.1. In the next section, we describe the Dyson-Schwinger expansion for the one-body propagator and review the concept of the self-consistent Green’s function (SCGF) approach. At this point, a set of different approximations to the self-energy are possible, corresponding to different truncations of the expansion in terms of dressed Feynman diagrams. Section 2.3 describes the (dressed) random phase approximation, or (D)RPA, which will be applied to evaluate the particle-particle (pp) (hole-hole (hh) ) and particle-hole (ph) propagators. These will be the basic building blocks used to develop the Faddeev RPA approximation, in Section 2.4. Several technical details are relegated to the appendices. In particular, the approach used to solve the Faddeev equations and the existence and treatment of their spurious solutions are discussed thoroughly in Appendix B.

As the present work is intended for the study of low-lying excitations in finite systems, the formalism presented here is geared towards a discrete basis representation of the many-body propagators. A more general and exhaustive introduction to second quantization in many-body theory can be found in Refs. [46]-[52].
2.1 Green’s Function of a Many-Body System: Definition and Relation to Experimental Quantities

We consider a finite system of $A$ fermions interacting by means of a two-body interaction $\hat{V}$. The total Hamiltonian can then be written as

$$\hat{H} = \sum_{\alpha\beta} t_{\alpha\beta} c_\alpha^{\dagger} c_\beta + \frac{i}{\hbar} \sum_{\alpha\beta\gamma\delta} V_{\alpha\beta\gamma\delta} c_\alpha^{\dagger} c_\beta^{\dagger} c_\gamma c_\delta,$$

(2.1)

where $c_\alpha^{\dagger}$ ($c_\alpha$) are the creation (destruction) operators of a particle in the state $\alpha$, $V_{\alpha\beta\gamma\delta}$ are the antisymmetrized two-body matrix elements of $V$, and $t_{\alpha\beta}$ correspond to the matrix elements of the kinetic energy operator. Here and in the following, \{\alpha\}, ($\alpha = n_\alpha, j_\alpha, m_\alpha, \tau_\alpha$) refer to a complete set of single-particle (sp) orbitals. In principle, three-body forces also contribute to the nuclear Hamiltonian. As explained in Section 1.3 these will not be considered in this thesis and therefore we do not include three-body operators in Eq. (2.1).

The one-body propagator (also known as two-point Green’s function) of the $A$-body system with ground state $|\Psi_0^A\rangle$ is defined as [46, 47]

$$g_{\alpha\beta}(\tau) = -i \langle \Psi_0^A | T[c_\alpha(\tau) c_\beta^{\dagger}(0)] | \Psi_0^A \rangle,$$

(2.2)

where $T[\ldots]$ is the time-ordering operator and $c_\alpha^{\dagger}(t)$ and $c_\alpha(t)$ now correspond to operators in the Heisenberg picture, with time dependence

$$c_\alpha(t) = e^{i H t} c_\alpha e^{-i H t}.$$

(2.3)

Note that $\hbar$ is set equal to 1.

The sp propagator characterizes the evolution of a system containing one additional particle (for $\tau > 0$) or a system with one less particle ($\tau < 0$). It contains information on the expectation value of any one-body operator in the ground state $|\Psi_0^A\rangle$, as well as additional information on the systems with $A \pm 1$ particles. To see this, it is useful to insert a complete set of $A + 1 \{|\Psi_n^{A+1}\rangle\}$ and $A - 1 \{|\Psi_n^{A-1}\rangle\}$ eigenstates of the Hamiltonian $\hat{H}$. Then one can introduce the integral representation of the step function and Fourier transform the time variable $\tau$ to energy space. The result is the spectral, or Lehmann, representation [53] of the sp propagator (2.2),

$$g_{\alpha\beta}(\omega) = \sum_n \frac{(X_\alpha^n)^* X_\beta^n}{\omega - \varepsilon_\alpha^n + i\eta} + \sum_k \frac{\chi_k^{\dagger} (\chi_k)^*}{\omega - \varepsilon_k^+ - i\eta},$$

(2.4)

where the quantities $X_\alpha^n$ and $\varepsilon_\alpha^n$ ($\chi_k$ and $\varepsilon_k$) represent the spectroscopic amplitudes and the excitation energies—with respect to the $A$-body ground state—for the excited
states of a system with \(A+1\) \((A-1)\) particles. These quantities are defined in detail as follows

\[
\begin{align*}
\mathcal{A}_\alpha^m & \equiv \langle \Psi_n^{A+1} | c_\alpha^1 | \Psi_0^A \rangle , \\
\mathcal{Y}_\alpha^k & \equiv \langle \Psi_k^{A-1} | c_\alpha^1 | \Psi_0^A \rangle , \\
\varepsilon_n^+ & \equiv E_n^{A+1} - E_0^A , \\
\varepsilon_n^- & \equiv E_0^A - E_k^{A-1} . 
\end{align*}
\]  \(2.5\)

In Eqs. \(2.4\), \(2.5\) and in the following, we use the indices \(n\) and \(k\) to enumerate the fragments associated with the one-particle and one-hole excitations, respectively.

The Lehmann representation \(2.4\) contains all the eigenvalues of the excited states of the systems with \(A+1\) and \(A-1\) particles as well as their spectroscopic amplitudes for transitions to those states that are relevant for comparison with experimental data. This involves all the states that have non-zero transition amplitudes (i.e. non-zero residues) to the \(A\)-body ground state, thus also those which have predominantly \(2p1h, 2h1p\) or more complex nature.

From Eq. \(2.4\) it is possible to extract the one-hole spectral function

\[
S^h_\alpha(\omega) = \frac{1}{\pi} \text{Im} \ g_{\alpha\alpha}(\omega) \\
= \sum_k \left| \langle \Psi_k^{A-1} | c_\alpha^1 | \Psi_0^A \rangle \right|^2 \delta(\omega + E_k^{A-1} - E_0^A) \\
= \sum_k \left| \mathcal{Y}_\alpha^k \right|^2 \delta(\omega - \varepsilon_k^-) . \]  \(2.6\)

The absolute spectroscopic factors \(Z_k\) for the removal of a nucleon from the \(A\) particle system, while leaving the residual nucleus in its \(k\)-th excited state, is obtained as

\[
Z_k = \sum_\alpha \left| \langle \Psi_k^{A-1} | c_\alpha^1 | \Psi_0^A \rangle \right|^2 = \sum_\alpha \left| \mathcal{Y}_\alpha^k \right|^2 . \]  \(2.7\)

The occupation number for a given sp state \(\alpha\) is given by

\[
n_\alpha = \langle \Psi_0^A | c_\alpha^1 c_\alpha^1 | \Psi_0^A \rangle = \sum_k \left| \mathcal{Y}_\alpha^k \right|^2 , \]  \(2.8\)

while the total number of particles is

\[
A = \sum_\alpha n_\alpha . \]  \(2.9\)
Another quantity of interest is the four-point Green’s function, defined as
\[ g_{\alpha \beta \gamma \delta}^{(4-p_{\beta \delta})(t_1, t_2, t_3, t_4)} = -i \langle \Psi_0^A | T[c_\beta(t_2)c_\alpha(t_1)c_\gamma^\dagger(t_3)c_\delta^\dagger(t_4)] | \Psi_0^A \rangle. \] (2.10)
This can be reduced to a two-time quantity to obtain the polarization propagator
\[ \Pi_{\alpha \beta \gamma \delta}(\tau) = g_{\delta \gamma \beta \alpha}^{(4-p_{\beta \delta})}(\tau^+; 0^+, \tau, 0) - \langle \Psi_0^A | c_\beta^\dagger c_\alpha | \Psi_0^A \rangle \langle \Psi_0^A | c_\gamma^\dagger c_\delta | \Psi_0^A \rangle \] (2.11)
which describes ph fluctuations with respect to the ground state |\Psi_0^A\rangle. This quantity contains all essential information about one-body nuclear excitations, as is more apparent from its Lehmann representation
\[ \Pi_{\alpha \beta \gamma \delta}(\omega) = \sum_{\eta \neq 0} \frac{\langle \Psi_0^A | c_\beta^\dagger c_\alpha | \Psi_n^A \rangle \langle \Psi_n^A | c_\gamma^\dagger c_\delta | \Psi_0^A \rangle}{\omega - (E_n^A - E_\alpha^A) + i\eta} - \sum_{\eta \neq 0} \frac{\langle \Psi_0^A | c_\beta^\dagger c_\alpha | \Psi_n^A \rangle \langle \Psi_n^A | c_\gamma^\dagger c_\delta | \Psi_0^A \rangle}{\omega - (E_n^A - E_\alpha^A) - i\eta}. \] (2.12)
Another two-time reduction of Eq. (2.10) is the two-particle propagator
\[ g_{\alpha \beta \gamma \delta}^{II}(\tau) = g_{\alpha \beta \gamma \delta}^{(4-p_{\beta \delta})(\tau, \tau^+; 0^+, 0)} \] (2.13)
whose spectral representation
\[ g_{\alpha \beta \gamma \delta}^{II}(\omega) = \sum_n \frac{\langle \Psi_0^A | c_\beta c_\alpha | \Psi_n^{A+2} \rangle \langle \Psi_n^{A+2} | c_\gamma^\dagger c_\delta^\dagger | \Psi_0^A \rangle}{\omega - (E_n^{A+2} - E_\alpha^A) + i\eta} - \sum_k \frac{\langle \Psi_0^A | c_\beta^\dagger c_\alpha^\dagger | \Psi_k^{A-2} \rangle \langle \Psi_k^{A-2} | c_\gamma c_\delta | \Psi_0^A \rangle}{\omega - (E_k^{A-2} - E_\alpha^A) - i\eta}. \] (2.14)
contains the spectroscopic amplitude and excitation energies for transitions to states with \( A \pm 2 \) particles.

In their Lehmann representations, \( \Pi(\omega) \) and \( g_{\alpha \beta \gamma \delta}^{II}(\omega) \) contain all the relevant information regarding ph and pp(hh) collective excitations. These represent the correlations whose influence on the spectral function we aim to account for in the present work.

2.2 Dyson Equation and SCGF Method

Although not strictly necessary in the present approach, it is customary to introduce an appropriate mean-field potential \( \bar{U} \) to localize the nucleons and split
the Hamiltonian into an unperturbed one-body part $\hat{H}_0 = \hat{T} + \hat{U}$ and a residual interaction $H_1 = \hat{V} - \hat{U}$. The eigenfunctions of $H_0$ form a complete set $\{\alpha'\}$ of sp orbitals with energy $\varepsilon_{\alpha'}$:

$$\hat{H}_0 \varphi_{\alpha'} = \sum_{\beta} (t_{\alpha' \beta} + U_{\alpha' \beta}) \varphi_{\beta} = \varepsilon_{\alpha'} \varphi_{\alpha'},$$

(2.15)

so that, the Hamiltonian (2.1) is rewritten as

$$\hat{H} = \hat{H}_0 + \hat{H}_1 = \sum_{\alpha'} \varepsilon_{\alpha'} c_{\alpha'}^\dagger c_{\alpha'} + \left( \hat{V} - \hat{U} \right).$$

(2.16)

It must be noted that, in principle, the set of orbitals $\{\alpha'\}$ that diagonalize $\hat{H}_0$ does not need to correspond to the set $\{\alpha\}$ used to expand the exact propagators (2.2), (2.4) and (2.10). Nevertheless, in the following it will be simpler to assume that they coincide $\{\alpha = \alpha'\}$.

Then, the one-body Green’s function associated with the ground state of $\hat{H}_0$ (which is an independent-particle model, i.e. a Slater determinant wave function) has the following Lehmann representation:

$$g_{\alpha \beta}(\omega) = \delta_{\alpha, \beta} \left\{ \frac{\theta(\alpha - F)}{\omega - \varepsilon_{\alpha} + i\eta} + \frac{\theta(F - \alpha)}{\omega - \varepsilon_{\alpha} - i\eta} \right\},$$

(2.17)

where $\theta(\alpha - F) (\theta(F - \alpha))$ is equal to to 0 (1) if $\alpha$ is an occupied state and it is 1 (0) otherwise.

To find an equation for the complete one-body Green’s function (2.4), one can consider the equation of motion for an operator in the Heisenberg picture,

$$\frac{\partial \hat{O}_H(t)}{\partial t} = \left[ \hat{O}_H(t), \hat{H} \right].$$

(2.18)

By applying the latter to the creation and destruction operators of Eq. (2.2) and in the corresponding equation that defines $g^{0}(\tau)$ (in terms of $\hat{H}_0$), one obtains the Dyson equation [46],

$$g_{\alpha \beta}(\tau) = g^{0}_{\alpha \beta}(\tau) + g^{0}_{\alpha \gamma}(\tau - t_1) \left( \Sigma_{\gamma \delta}(t_1 - t_2) - U_{\gamma \delta} \delta(t_1 - t_2) \right) g_{\delta \beta}(t_2),$$

(2.19)

where the term $-U_{\gamma \delta}$ comes from the contribution to the residual interaction (Eq. (2.16) ) and $\Sigma_{\alpha \beta}(\tau)$ is the irreducible self-energy. Here and in the following, we employ the convention of summing over all repeated indices and integrate from $-\infty$ to $+\infty$ over all repeated time variables, unless specified otherwise.
Figure 2.1: Diagrams contributing to the irreducible self-energy $\Sigma^*$. The double lines represent dressed sp propagators and dashed lines correspond to the two-body interaction $\hat{V}$. The first term is the Hartree-Fock potential while the others represent the 2p1h/2h1p or higher contributions that are to be approximated through the Faddeev TDA/RPA equations, see Sec.2.4.

In general, $\Sigma^*_{\alpha\beta}(\tau)$ can be represented as the sum of a one-body Hartree-Fock potential and terms that describe the coupling between the sp motion and more complex excitations [54]. This can be seen by applying once more the equation of motion for $g(\tau)$, with the result

$$\Sigma^*_{\alpha\beta}(\tau) = \Sigma^{H\!F}_{\alpha\beta} \delta(t_1 - t_2) + V_{\alpha\lambda,\mu\nu} R_{\mu
u\lambda\gamma;\delta\varepsilon}(\tau^-; \tau, \tau^+; 0^+, 0, 0^-) V_{\gamma\delta;\varepsilon}.$$  \hspace{1cm} (2.20)

This separation is depicted by the diagrams of Fig. 2.1.

The (time-independent) Hartree-Fock part of the self-energy $\Sigma^{H\!F}_{\alpha\beta}$ can be computed in terms of the solution $g_{\alpha\beta}(\tau)$ itself

$$\Sigma^{H\!F}_{\alpha\beta} = \int \frac{d\omega}{2\pi i} e^{i\omega \eta^+} V_{\nu\gamma;\delta\varepsilon} g_{\nu\delta}(\omega).$$  \hspace{1cm} (2.21)

The 2p1h propagator $R(\tau)$, appearing in the last term of Eq. (2.20), contains the sum of all so-called one-particle irreducible diagrams which cannot be separated by cutting a single line. Thus $R(\tau)$ describes only those contributions that involve the propagation of at least 2p1h $(\tau > 0)$ or 2h1p $(\tau < 0)$ at the same time. These contributions correspond to the last two diagrams of Fig. 2.1. It is at the level of $R(\tau)$ that the correlations involving interactions between different collective modes need to be included.

The diagrams included in $R(\tau)$ correspond to a subset of those contained in the 2p1h Green’s function, $g_{\nu\mu;\lambda\alpha\beta\gamma}^{2p1h}$, defined below. The relation between $R(\tau)$ and
$g^{2p1h}$ is given by [54]

\[ R_{\mu \lambda, \alpha \beta; \gamma}(t_1, t_2; t_3, t_4, t_5, t_6) = g^{2p1h}_{\mu \omega, \lambda, \alpha \beta; \gamma}(t_1, t_2; t_3, t_4, t_5, t_6) - R_{\mu \lambda, \alpha \beta; \gamma}(t_1, t_2; t_3, t') g^{-1}_{\mu \omega, \lambda, \alpha \beta}(t', t'') g^{4\text{-pts}}_{\omega \sigma, \alpha \beta; \gamma}(t_6, t''; t_4, t_5) , \quad (2.22) \]

in which $g^{-1}_{\mu \omega}$ is the inverse of the one-body Green’s function (2.2), $g^{4\text{-pts}}$ is the 4-point propagator defined in Eq. (2.10) and $g^{2p1h}$ is the 6-point Green’s function defined as

\[ g^{2p1h}_{\mu \lambda, \alpha \beta; \gamma}(t_1, t_2, t_3; t_4, t_5, t_6) = -i \left\langle \Psi_{\lambda}^{\dagger} \left| T\left[c_{\mu}^{\dagger}(t_3)c_{\alpha}(t_2)c_{\lambda}(t_1)c_{\omega}(t_4)c_{\beta}(t_5)c_{\gamma}(t_6)\right] \right| \Psi_{\lambda}^{\dagger} \right\rangle . \quad (2.23) \]

It must be noted that the propagator $R(2.22)$ appears in Eq. (2.20) only after it has been specialized to two times. Eqs. (2.22) and (2.23) give the most general definition since it will be useful to the discussion of the formalism of Sec. 2.4. There, a set of equations that give the two-time $R(\tau)$ directly will also be discussed.

2.2.1 Calculation of the Single-Particle Green’s Function

The Dyson equation (2.19) is more easily solved after it has been Fourier transformed to its energy representation

\[ g_{\alpha \beta}(\omega) = g_{\alpha \beta}^{0}(\omega) + \sum_{\gamma \delta} g_{\alpha \gamma}^{0}(\omega) \left( \Sigma_{\gamma \delta}^{*}(\omega) - U_{\gamma \delta} \right) g_{\delta \beta}(\omega) . \quad (2.24) \]

One can substitute the Lehmann representations (2.4) and (2.17) into Eq. (2.24) and then extract the residues of the poles $\varepsilon_{n}^{+}$ and $\varepsilon_{k}^{-}$. Taking a given hole pole $\varepsilon_{k}^{-}$ as an example, this procedure gives [30]

\[ \omega \mathcal{Y}_{\alpha}^{k} = \sum_{\beta} \left( \varepsilon_{\beta} \delta_{\alpha \beta} - U_{\alpha \beta} + \Sigma_{\alpha \beta}^{*}(\omega) \right) \mathcal{Y}_{\beta}^{k} \bigg|_{\omega = \varepsilon_{k}^{-}} \]

\[ = \sum_{\beta} \left( t_{\alpha \beta} + \Sigma_{\alpha \beta}^{*}(\omega) \right) \mathcal{Y}_{\beta}^{k} \bigg|_{\omega = \varepsilon_{k}^{-}} , \quad (2.25) \]

where Eq. (2.15) has been used in the last line. This represents an eigenvalue equation for the hole spectroscopic amplitudes and the relative missing energies (2.5). Here it is seen that the irreducible self-energy $\Sigma_{\gamma \delta}^{*}(\omega)$ acts as an effective, energy-dependent, potential.
It should be noted that the contribution of the one-body interaction \( \hat{U} \) completely cancels the corresponding terms in the sp spectrum \( \varepsilon_{\alpha'} \) of \( \hat{H}_0 \) in equation (2.25), leaving only matrix elements of the kinetic energy operator of the original Hamiltonian (2.1). Thus, without any change in the results, one can drop the \( -U \) term in Eqs. (2.19) and (2.24) and solve the Dyson equation directly in terms of an unperturbed propagator \( g^0(\omega) \), which is associated only with the kinetic energy term.

To obtain the normalization condition for the spectroscopic amplitudes one can expand the Dyson equation (2.24) in terms of \( \omega \) around a given pole \( \varepsilon_k \), consider the coefficient of order zero and then make use of the conjugate of the eigenvalue equation (2.25). This results in the following normalization condition [35, 36, 30]

\[
Z_k = \sum_{\alpha} |Y^{\alpha}_{k}|^2 = 1 + \sum_{\alpha, \beta, \omega} (Y^{\alpha}_{\alpha'})^* \frac{\partial \Sigma^*_{\alpha\beta}(\omega)}{\partial \omega} \bigg|_{\omega = \varepsilon_k} Y^{\beta}_{\beta}, \quad (2.26)
\]

which also determines the value of the absolute spectroscopic factor (2.7). The same relations (2.25) and (2.26) apply to the one-particle component of \( g(\omega) \) as well, giving solutions for \( (\mathcal{X}^0_n)^* \) and \( \varepsilon^+_n \).

### 2.2.2 Self-Consistent Green’s Function Approach

As is apparent from Eqs. (2.20) and (2.21), the exact irreducible self-energy \( \Sigma^*(\omega) \) is completely independent on the choice of the unperturbed Hamiltonian \( \hat{H}_0 \). Obviously, the same applies to the solution of the Dyson equation. Nevertheless, the choice of \( \hat{H}_0 \) is important in the simplest realization of perturbation theory, where \( \Sigma^*(\omega) \) is expanded in a Feynman diagram series, depending on the mean-field IPM propagator \( g^0_{\alpha\beta}(\omega) \) and on the vertices of the residual interaction [46, 47].

A different approach is to provide an expansion of the irreducible self-energy that depends only on the exact propagator \( g(\omega) \). This can be achieved either by considering the equation of motion (2.18) for \( g(\omega) \) [57] or working directly with the effective action functional [48]. The result is an exact formulation relating each many-body Green’s function to the exact propagators of higher order. This generates a hierarchy of relations between the two-, three- and \( A \)-body Green’s function, of which Eqn. (2.19) and (2.22) are the first examples. The relevant feature of this approach is that it allows one to devise a Feynman diagram expansion for the irreducible self-energy that depends only on the exact propagator \( g(\omega) \) and not on its uncorrelated approximation \( g^0(\omega) \). Of course, this is obtained at the price of increased difficulties in practical calculations.
In the nuclear case, there exists a strong coupling between the sp degree of freedom and both low-lying collective states and high-lying states. The coupling to the latter is related to the strong short-range repulsion in the nuclear force. These couplings generate the fragmentation of sp strengths. The size of the fragmentation observed experimentally suggests that this feature must already be included in the description of these couplings. In other words, the correlated one-body propagators need to be considered in the construction of the nucleon self-energy. Thus, the second of the two approaches is highly desirable for the purposes of this thesis.

This formalism provides a scheme in which one- and two-body spectral functions can be evaluated in terms of an already dressed sp Green’s function. This allows the possibility of including, already from the start, the features of the sp motion that go beyond a mean-field description. Once such features are included in the input propagator, their effects on the one- and two-body motion will be automatically included in the calculations. It is important to observe that the expansion of the irreducible propagator $R_{\mu\nu\lambda\gamma\delta\varepsilon}(\omega)$ in Eq. (2.20), derived employing the equation of motion, is given in terms of the dressed one-body propagator. Thus, in principle, it is the exact solution of the many-body problem that is supposed to be employed in the Faddeev calculations described below.

The first term in the expansion of the self-energy with respect to the dressed propagator is depicted in Fig. 2.1 and describes the interaction of a nucleon with the dressed particles in the system. By approximating the self-energy to include only this diagram one is left with the Hartree-Fock theory. This represents the simplest realization of the above formulation.

The approach of self-consistent Green’s function theory consists in starting with an approximation for the input Green’s function (usually a Hartree-Fock propagator or other independent particle model). From this, an approximation for the irreducible 2p1h propagator $R(\tau)$ and for the irreducible self-energy can be constructed. Then, the solution of the Dyson Eq. (2.24) will give a better approximation of the s.p. propagator that can be employed in the second calculation. In the calculations of this thesis, the self-energy was obtained by evaluating both the pp and the ph propagators and then coupling them through a Faddeev expansion, as described in Secs. 2.3 and 2.4. As shown in Fig. 2.2, the whole procedure is iterated several times until consistency is found between two successive solutions (i.e. between the input propagator and the solution that it generates).

The attractive feature of SCGF is not only restricted to the fact that the effects of fragmentation are included in the calculations. Also, solutions for the one-body,
two-body and higher-order propagators are generated all at the same time, the relative effects of each one on the others being taken into account.

One may note that the final self-consistent solutions will not depend in any way on \( \hat{H}_0 \) and on its eigenstates \( \{ \alpha' \} \) (2.15) (but it will still depend on the truncation of the basis \( \{ \alpha \} \) used to expand the propagators). Still, a good choice for the unperturbed propagator \( \tilde{g}^0 \) can be usefully employed as input to the first iteration.

Obviously, the exact form of the sp propagator \( g(\omega) \) is very complex, containing many poles and a continuum. Such richness of details cannot be easily included in the above calculation unless some approximation is adopted to simplify \( g(\omega) \) at each intermediate iteration [29, 30]. In the present thesis this is certainly possible, since the main interest is in the low-energy behavior of the sp motion and the few poles that contain the main sp strength are expected to be much more relevant than the others. This also allows to limit the calculation to a relatively small model space while taking into account short-range effects by means of a G-matrix effective interaction. These details will be discussed more completely in Sec. 3.1, for the present application.
2.3 Dressed TDA and RPA Equations

The information on the excitation of the $A$-particle core and on the $A \pm 2$ particle systems are contained, respectively, in the polarization and two-particle propagators defined in equations (2.12) and (2.14). In the present work these quantities have been evaluated by employing the Tamm-Dancoff (TDA) and random-phase (RPA) approximations.

2.3.1 Polarization Propagator

Taking the polarization propagator as an example, one can define the free ph propagator $\Pi^{I}(\omega)$ by coupling two excitations of particle and hole type, not interacting with each other. Graphically, this corresponds to two dressed $p$ $l$ $s$ $p$ lines propagating with opposite direction in time. By applying Feynman diagram rules [46], one obtains the following Lehmann representation for $\Pi^{I}(\omega)$:

$$
\Pi^{I}_{\alpha \beta, \gamma \delta}(\omega) = -i \int \frac{d\omega}{2\pi} (-1) i g_{\gamma \gamma}(\omega + \omega_{1}) i g_{\delta \delta}(\omega_{1})$$

$$
= \sum_{n, k} \left( \frac{\chi^{\mu}_{n} \chi^{\nu}_{\beta}}{\omega - (\varepsilon_{n}^{+} - \varepsilon_{k}^{+}) + i \eta} \right) - \sum_{n, k} \frac{\chi^{\mu}_{n} \chi^{\nu}_{\beta}}{\omega + (\varepsilon_{n}^{+} - \varepsilon_{k}^{+}) - i \eta} \right). \quad (2.27)
$$

In the last line of Eq. (2.27), the forward- and the backward-going contributions describe the propagation of a particle-hole and hole-particle type excitation, respectively. Thus they are identical apart from a time reversal transformation.

In order to account for the collective excitations present in the $A$-body system, we need to take into account the interactions between the two lines propagating in $\Pi^{I}(\omega)$. This can be done by solving the following equation

$$
\Pi_{\alpha \beta, \gamma \delta}(\omega) = \Pi^{I}_{\alpha \beta, \gamma \delta}(\omega) + \Pi^{I}_{\mu \nu, \beta \mu}(\omega) \ V_{\mu \nu, \rho \epsilon} \ \Pi_{\rho \epsilon, \gamma \delta}(\omega), \quad (2.28)
$$

which is depicted in Fig.2.3 in terms of Feynman diagrams. Eq. (2.28) implicitly generates a series of diagrams in which the particle and the hole interact to all orders, any number of times. The resulting expansion is depicted in Figs.2.4 and 2.5, in terms of unperturbed propagators. Consistent with the aim of performing a self-consistent calculation, Eqs. (2.27) and (2.28) have been formulated in terms of the full, dressed, $p$ $l$ $s$ $p$ propagator $g(\omega)$, Eq. (2.4). However, when an unperturbed, IPM, Green’s function $g^{0}(\omega)$ (2.17) is used as input, the approximations depicted in this section reduce to the standard TDA and RPA [38].
Figure 2.3: Feynman diagram representation of the DRPA equation for the polarization propagator $\Pi(\omega)$.

Figure 2.4: Diagrammatic expansion of the ph propagator $\Pi(\omega)$ in TDA. An implicit time ordering is intended for these diagrams. Dressing all the sp lines would result in the DTDA.
\[ \Pi^{(ph)} = + + \ldots \]

Figure 2.5: Diagrammatic expansion of the ph propagator \( \Pi(\omega) \) in RPA. This contains the whole phTDA series plus diagrams involving the inversion of the propagation time. Dressing all the sp lines results in the DRPA.
Figure 2.6: Diagrams a) and c) give examples of contributions to the RPA expansion. These correspond to the creation of two additional ph excitations to generate an intermediate 3p3h states. The diagrams b) and d) are Pauli exchange corrections to a) and d) respectively, but they are discarded in the RPA approximation. Diagram b) can be accounted for if the DRPA approach is used, however, this does not apply to d).

It must be noted that a simpler realization of Eq. (2.28) consists in including only forward-going propagation, that is to include —in place of $\Pi'\left(\omega\right)$— only the first term in the second line of Eq. (2.27). This consists in the so called Dressed Tamm-Dancoff Approximation (DTDA), depicted in Fig. 2.4 (where an explicit time ordering is assumed and the dressing of sp Green’s functions must be understood).

When the full $\Pi'\left(\omega\right)$ (2.27) is considered in Eq. (2.28) one obtains the Dressed Random Phase Approximation (DRPA). The relevant diagrammatic expansion is the one of Fig. 2.5. Clearly, the whole TDA series is contained in the RPA one. Besides this contribution, the backward-going component of $\Pi'\left(\omega\right)$ allows to generate diagrams containing more that a single ph excitation at each time. These refer to contributions in which additional intermediate ph states are generated and eventually annihilated by two-body interactions.
In general, the interparticle distance between nucleons inside the nucleus is of the order of the nucleon size itself. In this sense the nuclear medium can be considered a rather dense system. Besides, the nuclear interaction has a strong character. Thus it is not surprising that intermediate \( n \)-particle-\( n \)-hole excitations (with \( n \geq 2 \)) play an important role [3, 26]. Still, it must be realized that not all the possible diagrams obtained from each other by Pauli exchange are included in the RPA series. Fig. 2.6 gives two examples of diagrams that are summed by RPA and of Pauli exchange corrections to them that are neglected. The philosophy underlying the use of RPA relies on the assumption that the corrections coming from Pauli correlations sum up in a random way and tend to cancel each other (whence the name “random phase”). The improvement obtained by including RPA correlations is generally more relevant than the error generated by the (smaller) violation of the Pauli principle. For this reason RPA is a useful approximation scheme. It must be kept in mind, however, that in systems containing strong collective and/or pairing correlations the effects of Pauli violation may sum up in coherent way, invalidating the RPA approach. Typically this situation is signaled by the appearance of a pair of complex eigenvalues of Eq. (2.28) together with diverging solutions for the ph spectroscopic amplitudes.

One may also note, see Fig 2.5, that in the undressed RPA only intermediate 3p3h states or higher are generated, the 2p2h contribution being completely discarded. The dressing of propagators implicitly includes more diagrams that can include some 2p2h states and partially fix the Pauli violations, as in Fig. 2.6.

### 2.3.2 Two-body Propagator

The two-body propagator \( (2.14) \) was also computed by employing the (dressed) TDA and RPA equations. In this case, the zero-order contribution consists of two lines propagating in the same direction in time. The Lehmann representation for the dressed case is now

\[
g_{\alpha\beta\gamma\delta}(\omega) = -i \int \frac{d\omega_1}{2\pi} i g_{\alpha\gamma}(\omega - \omega_1) i g_{\beta\delta}(\omega_1) + i \eta \omega - \left( \delta_{\gamma\delta} - \delta_{\alpha\beta} \right) \]  

\[= \sum_{n_1,n_2} \left( \chi_{\alpha}^{n_1} \chi_{\beta}^{n_2} \right) \chi_{\gamma}^{n_1} \chi_{\delta}^{n_2} \]  

\[= \sum_{n_1,n_2} \frac{\gamma_{\alpha}^{k_1} \gamma_{\beta}^{k_2} \left( \Gamma_{\gamma}^{k_1} \Gamma_{\delta}^{k_2} \right)^*}{\omega - \left( \varepsilon_{k_1}^{n_1} - \varepsilon_{k_2}^{n_2} \right) + i \eta}, \]  

(2.29)

where the forward and backward part refer to the (independent) propagation of two particle and of two hole lines, respectively.
The ppDRPA equation is given by

\[
g^{II}_{\alpha\beta\gamma\delta}(\omega) = \left( g^{II}_{\alpha\beta\gamma\delta}(\omega) - g^{II}_{\beta\alpha\gamma\delta}(\omega) \right) + \frac{1}{2} g^{II}_{\alpha\beta\mu\nu}(\omega) V_{\mu\nu,\rho\sigma} g^{II}_{\rho\epsilon\gamma\delta}(\omega) ,
\]

where the factor \( \frac{1}{2} \) is the symmetry factor required by Feynman rules [46]. Eq. (2.30) is depicted in terms of Feynman diagrams in Fig. 2.7 and generates a series of diagrams analogous to that of Fig. 2.5.

As in the ph case, the corresponding ppDTDA approximation is obtained by considering propagation only in one time direction. This corresponds to employing only the first (second) term in the last line of Eq. (2.29) into Eq. (2.30) when solving for the pp (hh) part of \( g^{II} \).

The solution of RPA/TDA equations (2.28) and (2.30) requires the extraction of the poles of the final propagator and follows the same path as for solving the Dyson equation. This is discussed in more detail in Section A.1 for the pp case. The ph equation allows a completely analogous treatment and it is also discussed in Section A.3.1. The TDA and RPA propagators described in this section are used in the following to generate the interaction kernels for the Faddeev equations.

### 2.4 Simultaneous Treatment of ph and pp(hh) Phonons

One of the aims of the present work is to include the effects of both ph and hh collective excitations into the nuclear self-energy, while describing them at least at
the RPA level. Both ph and pp(hh) phonons, Eqs. (2.12) and (2.14), can be straightforwardly included in a separate manner by coupling them to a freely propagating particle or hole line, respectively [3]. Nevertheless the simultaneous inclusion of both contributions is not trivial.

Naively, the easiest approach would be that of summing the contribution of both diagrams, as depicted in Fig. 1.1. Unfortunately this approximation leads to serious inconsistencies. As noticed in Chapter 1, the last of the three diagrams on the right hand side is already contained in each of the other two and must therefore be subtracted to avoid double counting. The minus sign in front this term introduces spurious poles in the Lehmann representation of the self-energy and generates meaningless solutions of the Dyson equation. This may also prevent in some cases the proper normalization of the spectroscopic amplitudes. The latter feature can be understood by considering a possible solution near such a spurious pole. The normalization is determined by the derivative of the self-energy at this energy, Eq. (2.26), and will not yield a correct result on account of the additional minus sign when the third diagram dominates. Besides this, it is also apparent that the contribution of the type p+(ph) and (pp)+h represent different couplings of the same 2p1h excitation. Thus the approach of Fig. 1.1 tends to overestimate the effects of contributions that are already properly accounted for by both diagrams. Finally, the second term in Fig. 1.1 ignores the exchange correlations between the freely propagating line and the quasi-particles forming the ph phonon, as discussed e.g. in [3]. This results in a violation of the Pauli principle already at the 2p1h and 2h1p level.

These issues can be overcome only by performing an all order summation that allows the contribution of the pp and ph phonons to be mixed together, generating diagrams like the one depicted in Fig. 2.8. This would also include the exchange between the first two lines, thus improving the treatment of Pauli correlations since all exchange terms at the 2p1h level are consistently included. This can be achieved by employing the formalism of the Faddeev equations [38, 39]. This approximation is the one applied in this thesis and it will be described in the rest of this Chapter and in Appendix B.

It must also be observed that in Fig. 1.1 violations of Pauli exchange come from higher order excitations as well and are present also in the first diagram, which involves pp(hh) phonons. These are intrinsically introduced by the standard RPA equations and therefore will appear also in the present Faddeev formalism. Nevertheless, they involve only 3p2h (3h2p) and higher order contributions and will
Figure 2.8: Example of diagrams that are summed to all orders by means of the Faddeev equations.

not be discussed any further in this chapter. An improved treatment would require the extension of the formalism to Extended RPA phonons [43, 59] and the complete solution of the 3p2h (3h2p) excitation problem, which is beyond the scope of the present work.

2.4.1 Bethe-Salpeter Equation for the 2p1h (2h1p) Propagation

The propagator $R_{\mu\nu\lambda,\alpha,\beta\gamma}(t_1, t_2, t_3; t_4, t_5, t_6)$ is the solution of the following equation which has a similar form as the Bethe-Salpeter equation for pp and ph propagators

$$R_{\mu\nu\lambda,\alpha,\beta\gamma}(t_1, t_2, t_3; t_4, t_5, t_6) = g_{\mu\alpha}(t_1 - t_4)g_{\nu\beta}(t_2 - t_5)g_{\gamma\lambda}(t_6 - t_3) - g_{\nu\alpha}(t_2 - t_4)g_{\mu\beta}(t_1 - t_5)g_{\gamma\lambda}(t_6 - t_3)$$

$$+ g_{\mu\lambda}(t_1 - t_4)g_{\nu\alpha}(t_2 - t_5)g_{\gamma\beta}(t_6 - t_3) - g_{\nu\lambda}(t_2 - t_4)g_{\mu\alpha}(t_1 - t_5)g_{\gamma\beta}(t_6 - t_3)$$

$$\times K_{\mu'\nu'\lambda',\alpha',\beta',\gamma'}(t_1', t_2', t_3'; t_4', t_5', t_6') R_{\alpha'\beta'\gamma',\lambda',\alpha,\beta\gamma}(t_4', t_5', t_6'; t_1, t_2, t_3),$$

(2.31)
which is shown in Fig. 2.9 in terms of Feynman diagrams. The interaction vertex, also shown in Fig. 2.9, is given by

\[
K_{\mu \nu, \alpha \beta \gamma}(t_1, t_2, t_3; t_4, t_5, t_6) = K^{(pp)}_{\nu \lambda, \beta \gamma}(t_2, t_5, t_6) g_{\mu \alpha}^{-1}(t_1 - t_4) + K^{(ph)}_{\mu \lambda, \alpha \gamma}(t_1, t_3; t_4, t_6) g_{\nu \beta}^{-1}(t_2 - t_5) + K^{(pp)}_{\mu \nu, \alpha \beta}(t_1, t_2; t_4, t_5) g_{\gamma \lambda}^{-1}(t_6 - t_3) + K^{(ph)}_{\mu \nu, \alpha \beta \gamma}(t_1, t_2, t_3; t_4, t_5, t_6).
\]

(2.32)

In Eq. (2.32), \(K^{(pp)}\) and \(K^{(ph)}\) represent the pp and ph irreducible vertices while \(K^{(pph)}\) is the 2p1h irreducible vertex. It was already noted that in Eq. (2.20) the propagator \(R_{\mu \nu, \alpha \lambda \beta \gamma}\) is only required at two times and therefore its complete knowledge, as given by (2.22), is not necessary to solve the Dyson equation. On the other hand, the dependence on the time variables \(t_1\), \(t_2\) and \(t_3\) is intrinsic in the Bethe-Salpeter Eq. (2.31), thus requiring that at least a 4-times object be employed to solve for the 2p1h motion exactly.

Equations (2.19), (2.20) and (2.31) together form a set of coupled equations, where the same propagator, which solves the Dyson equation (2.19), appears as input in the Bethe-Salpeter equation (2.31). If the irreducible vertices \(K^{(pp)}\), \(K^{(ph)}\) and \(K^{(pph)}\) are also expressed in terms of the \(g_{\alpha \beta}(\tau)\), then Eqs. (2.19) and (2.31) will generate a self-consistent expansion. Obviously, Eq. (2.31) and the irreducible vertex (2.32) represent the exact solution for \(R\) and therefore require a suitable approximation.

2.4.2 Faddeev-Bethe-Salpeter Equations

Eq. (2.31) can be reduced to a set of coupled equations in a way similar to the method proposed by Faddeev to solve the three-body problem [36, 60]. The inclusion of pp and ph RPA phonons in a consistent way requires this Faddeev approach since it provides a natural framework for correctly iterating quantities that have already been summed to all orders like the RPA phonons. In the present work we will neglect the contribution of the irreducible \(K^{(pph)}\) term in Eq. (2.32) since it leads to the coupling of higher order particle-hole terms than already considered in the following. We will therefore require only three Faddeev components. Following standard notation in the literature [37], \(R_{\mu \nu, \alpha \beta \gamma}^{(i)}\) will represent the component related to all diagrams ending with a vertex between legs \(j\) and \(k\) with \((i, j, k)\) cyclic permutations of \((1, 2, 3)\). We will employ the convention in which the third leg propagates in the opposite direction with respect to the first two. The Faddeev
Simultaneity is denoted by \( \rho \). The interaction vertices involving all three lines, denoted by \( \rho \). The interaction vertices for the pp and two pp channels are denoted by \( \rho \).

\( \text{Figure 2.9: Biele-Suwerf equation (2.31) for the z-ph propagator with vertices given} \)

\( R(2p11) \)
components $R^{(i)}$ can be written in terms of the 2p1h propagator $R$ and the contribution of the three dressed but noninteracting sp propagators. This definition is given in detail here for all three components, omitting explicit reference to the time variables for convenience of notation

$$R^{(1)}_{\mu\nu,\lambda,\alpha,\beta\gamma} = g_{\mu\nu} g_{\rho\lambda} \ K^{(ph)}_{\rho, \mu, \nu, \lambda} R_{\mu\nu, \gamma, \alpha, \beta\gamma} + \frac{1}{2} (g_{\mu\mu} g_{\nu\nu} g_{\lambda\gamma} - g_{\mu\lambda} g_{\nu\gamma} g_{\nu\lambda}) \ , \quad (2.33)$$

$$R^{(2)}_{\mu\nu,\lambda,\alpha,\beta\gamma} = g_{\mu\nu} g_{\rho\lambda} \ K^{(ph)}_{\rho, \nu, \mu, \lambda} R_{\mu\nu, \gamma, \alpha, \beta\gamma} + \frac{1}{2} (g_{\mu\mu} g_{\nu\nu} g_{\lambda\gamma} - g_{\mu\lambda} g_{\nu\gamma} g_{\nu\lambda}) \ , \quad (2.34)$$

$$R^{(3)}_{\mu\nu,\lambda,\alpha,\beta\gamma} = g_{\mu\nu} g_{\rho\lambda} \ K^{(pp)}_{\rho, \nu, \mu, \lambda} R_{\mu\nu, \gamma, \alpha, \beta\gamma} + \frac{1}{2} (g_{\mu\mu} g_{\nu\nu} g_{\lambda\gamma} - g_{\nu\lambda} g_{\nu\gamma} g_{\nu\lambda}) \ . \quad (2.35)$$

The factor $\frac{1}{2}$ in Eqs. (2.33-2.35) properly takes into account the exchange symmetry between the parallel lines in the Faddeev equations. With these definitions the full propagator (2.22) is given by

$$R_{\mu\nu, \lambda, \alpha, \beta\gamma} = \sum_{i=1,2,3} R^{(i)}_{\mu\nu, \lambda, \alpha, \beta\gamma} - \frac{1}{2} (g_{\mu\mu} g_{\nu\nu} g_{\lambda\gamma} - g_{\mu\lambda} g_{\nu\gamma} g_{\nu\lambda}) \ . \quad (2.36)$$

The Faddeev equations now take the following form

$$R^{(i)}_{\mu\nu, \lambda, \alpha, \beta\gamma} = \frac{1}{2} (g_{\mu\mu} g_{\nu\nu} g_{\lambda\gamma} - g_{\mu\lambda} g_{\nu\gamma} g_{\nu\lambda}) \quad (2.37)$$

$$+ g_{\mu\nu} g_{\nu'\nu} g_{\lambda\lambda} \Gamma^{(i)}_{\mu\nu', \lambda, \mu', \nu'} (R^{(j)}_{\mu\nu', \lambda, \alpha, \beta\gamma} + R^{(k)}_{\mu\nu', \lambda, \alpha, \beta\gamma}) \ , \ i = 1, 2, 3$$

where the $\Gamma^{(i)}_{\mu\nu, \lambda, \alpha, \beta\gamma}$ vertices obey the following symmetry relations and are defined by

$$\Gamma^{(1)}_{\mu\nu, \lambda, \alpha, \beta\gamma} (t_1, t_2, t_3; t_4, t_5, t_6) = g_{\mu\nu}^{-1} (t_1 - t_4) \tilde{\Gamma}^{(ph)}_{\mu\nu, \lambda, \alpha, \beta\gamma} (t_2, t_3; t_5, t_6) \ , \quad (2.38)$$

$$\Gamma^{(2)}_{\mu\nu, \lambda, \alpha, \beta\gamma} (t_2, t_1, t_3; t_4, t_5, t_6) = g_{\mu\nu}^{-1} (t_1 - t_4) \tilde{\Gamma}^{(ph)}_{\mu\nu, \lambda, \alpha, \beta\gamma} (t_2, t_3; t_5, t_6) \ , \quad (2.39)$$

$$\Gamma^{(3)}_{\mu\nu, \lambda, \alpha, \beta\gamma} (t_1, t_2, t_3; t_4, t_5, t_6) = g_{\mu\nu}^{-1} (t_6 - t_3) \tilde{\Gamma}^{(pp)}_{\mu\nu, \alpha, \beta\gamma} (t_1, t_2; t_4, t_5) \ . \quad (2.40)$$

The gamma matrices $\tilde{\Gamma}^{(pp)}$ and $\tilde{\Gamma}^{(ph)}$ are the four-point functions that solve the Bethe-Salpeter equation for the pp and ph motion. These vertex functions contain the pp and ph phonons and can be written as

$$\tilde{\Gamma}^{(pp)}_{\gamma\delta, \alpha, \beta} (t_1, t_2; t_3, t_4) = K^{(pp)}_{\gamma\delta, \alpha, \beta} (t_1, t_2; t_3, t_4) \quad (2.40)$$

$$+ \tilde{\Gamma}^{(pp)}_{\gamma\delta, \omega} (t_1, t_2; t_1', t_2') g_{\mu\nu} (t_1' - t_3') g_{\mu\nu} (t_2' - t_4') K^{(pp)}_{\mu\nu, \alpha, \beta} (t_3', t_4'; t_3, t_4) \ ,$$

30
\[
\tilde{\Gamma}^{(ph)}_{\gamma \delta \alpha \beta}(t_1, t_2; t_3, t_4) = K^{(ph)}_{\gamma \delta \alpha \beta}(t_1, t_2; t_3, t_4) \\
+ \tilde{\Gamma}^{(ph)}_{\gamma \delta \mu \nu}(t_1, t_2; t_1', t_2') g_{\mu \nu}(t_1' - t_3') g_{\nu \nu}(t_4' - t_2') K^{(ph)}_{\nu \gamma \alpha \beta}(t_3', t_4'; t_3, t_4).
\]

which generalize the DRPA equations (2.28) and (2.30).

Apart from neglecting the \( K^{(2ph)} \) vertex, Eq. (2.37) is otherwise a complete equation for the 2ph propagator. This general equation involves quantities which depend on several times and is therefore too complex to be solved numerically. In order to construct a manageable approximation scheme that includes the relevant physical ingredients two simplifications will be considered in this section. The first one involves the restriction to two-time pp and ph vertices that include the respective RPA contributions in these channels. This approximation is the minimum step that maintains the simultaneous inclusion of both pp and ph collective low-lying excitations in describing the sp propagator. Extension of the formalism to include correlation beyond the DRPA approach are also possible. An example will be considered in Chapter 4. Second, it is necessary to simplify Eq. (2.37) to include only two-time Green’s functions. This procedure no longer allows the inversion of the propagation direction of all three lines together. As a result, the Faddeev equations split up in two separate expansions for the 2ph and the thlp components. Although the hole spectral function is of primary interest for comparison with experimental data, it must be stressed that both 2ph and thlp components are needed to generate the self-consistent solution for the sp propagator. Since the formalism involved is the same for both components, we will describe only the forward-going (2ph) expansion. The equations for the thlp case are completely analogous.

2.4.3 Reduction to a Two-time Kernel

To construct the present approximation scheme, it is more convenient to use the spectral representation for propagators. Employing the bare interaction \( V_{\alpha \beta \gamma \delta} \) for the vertices \( K^{(pp)} \) and \( K^{(ph)} \), the Bethe-Salpeter equations (2.40) and (2.41) reduce to the DRPA equations [61, 59]. The solutions of these equations depend only on two times. These pp and ph phonons correspond to the dressed version of the phonons that are considered in Ref. [3] (see also Fig. 1.1). These excitations describe the correlations that we aim to iterate to all orders and, subsequently, to include in the self-energy as explained in the introduction. These DRPA solutions can then be substituted in Eqs. (2.38) and (2.39) to generate the \( \Gamma^{(i)} \) matrices to be used in the Faddeev expansion. Both the forward- and backward-going components of the DRPA solutions are included into the expansion as illustrated in Fig. 2.10.
Figure 2.10: Diagrams that are included in the definition of the vertex for the pp channel. Here $\Delta \Gamma^> \hspace{0.2cm}$ and $\Delta \Gamma^<$ are the forward- and backward-going part of the energy dependent contribution to the pp DRPA vertex (A.2). The contribution of these three diagrams can be factorized in an expression of the form $G^{0>}$, $\Gamma^{(3)}$, $G^{0>}$ only after having redefined the propagators $G^{0>}$ and $\Gamma^{(3)}$ to depend also on the particle and hole fragmentation indices $(n, n', k)$. The last diagram has a smaller effect on the physical solutions of the problem, although it is essential for the elimination of spurious solutions.

This is crucial in order to eliminate the spurious solutions of the Faddeev equations as explained in Appendix B.2.2.

The working expression for the $\Gamma^{(i)}$ matrices, which depends on only two times (or equivalently one energy), is given in some detail in Appendix A.2. Here we only need to stress that the resulting $\Gamma^{(i)}$'s cannot invert the freely propagating line from hole to particle or vice versa, i.e. they cannot connect the 2p1h amplitudes with the 2h1p ones. For this reason, the pp and ph phonons will be summed only in one time direction in a TDA way contributing separately to the 2p1h and 2h1p propagators. The reader may notice that two contributions of the type shown in Fig. 2.11 can connect the 2p1h and the 2h1p propagators. The inclusion of such terms leads to the simultaneous propagation of two phonons which requires an extension of the approximation presented in here. Since these terms are expected to contribute only in higher order, we will neglect them in the following. We note that the collective RPA correlations in the pp and ph channels have already been computed through Eqs. (2.40) and (2.41) and therefore remain properly included in our approximation.

The remaining complication, related to the use of dressed propagators, concerns the interactions vertices (2.38) and (2.39). As explained in Appendix A.2, the $\Gamma^{(i)}$ and the propagators $R^{(i)}$ need to be redefined in such a way that their matrix elements also depend on the indices $(n, n', k)$, which label the fragments of the
Figure 2.11: A combination of two diagrams of the type shown here can be used to connect the 2p1h and 2h1p propagators. Diagrams like these are not included in the present approximation scheme. Nevertheless, their contribution appears in the normalization of spectroscopic amplitudes. Explicit time-ordering is implied in this diagram.

propagators. This implies that the eigenvalue equations will involve summations on both the sp indices \((\alpha, \beta, \gamma)\) and the ones corresponding to the fragmentation, \((n_\alpha, n_\beta, k_\gamma)\). The 2p1h propagator and its Faddeev components, as defined in Eqs. (2.22) and (2.33-2.35), are recovered only at the end by summing the solutions over all values of \((n_\alpha, n_\beta, k_\gamma)\) and \((n_\mu, n_\nu, k_\lambda)\).

Putting together all the above considerations, the resulting approximation to the Faddeev equations (2.37) can be rewritten in a way where all the propagators involved depend only on one energy variable (or two time variables). The forward-going part of this expansion can be written as follows

\[
\begin{align*}
R_{\mu\nu,\lambda\alpha\beta\gamma\delta}^{(i)}(\omega) &= \frac{1}{2} \left( G_{\mu\nu,\lambda\alpha\beta\gamma\delta}^{(0)}(\omega) - G_{\mu\nu,\lambda\alpha\beta\gamma\delta}^{(0)}(\omega) \right) \\
&\quad + G_{\mu\nu,\lambda\alpha\beta\gamma\delta}^{(0)}(\omega) \cdot R_{\mu\nu,\lambda\alpha\beta\gamma\delta}^{(i)}(\omega) \\
&\quad \times \left( R_{\mu\nu,\lambda\alpha\beta\gamma\delta}^{(j)}(\omega) + R_{\mu\nu,\lambda\alpha\beta\gamma\delta}^{(k)}(\omega) \right), \\
&\quad i = 1, 2, 3.
\end{align*}
\]

(2.42)

In Eq. (2.42), \(G^{(0)}\) is the forward-going part of the 2p1h propagator for three dressed but noninteracting lines. Using notations (2.5) we have

\[
G_{\mu\nu,\lambda\alpha\beta\gamma\delta}^{(0)}(\omega) = \delta_{\mu,\nu} \delta_{\lambda,\alpha} \delta_{\beta,\gamma} \delta_{\delta,\kappa} \frac{(X_{\mu}^\alpha X_{\nu}^\beta Y_{\lambda}^\delta)^*}{\omega - (\varepsilon_{n_\alpha}^+ + \varepsilon_{n_\beta}^+ - \varepsilon_{n_\gamma}^-) + i\eta}.
\]

(2.43)
Eqs. (2.42), together with the $\Gamma^{(i)}$'s given in Appendix A.2, approximate the general “Faddeev-Bethe-Salpeter” expansion to a tractable set of equations involving only two-time objects. It is important to note that these equations are still expressed in terms of the self-consistent solution $g_{\alpha\beta}(\omega)$ and include both pp and ph RPA phonons in a correct way. Thus they maintain all the features relevant for the physics we aim to describe.

As far as the physics is concerned, the material presented in this chapter gives a complete description of the ingredients that enter the calculations of this thesis. The use of the Faddeev equations allows one to account for the nuclear fragmentation and for both ph and hh(pp) phonons, simultaneously. The latter can be evaluated either at the RPA or TDA level. Although this formalism is practicable, Eqs. (2.42) require further manipulations before they can actually be solved numerically [38]. This added formalism is important for practical applications but it is not necessary to discuss the physical results presented in the next chapters. For this reason it is treated in the Appendices.
Chapter 3

Results

Following the iteration scheme of Chapter 2, the polarization and two-body propagators are computed first. Then, these results are employed to solve the Faddeev equations. The last step consists in evaluating the irreducible self-energy, Eq. (2.20), and to solve the Dyson equation. This calculation is carried out using both TDA and RPA equations and employing an IPM Green’s function input like Eq. (2.17). This allows one to study the relative importance of RPA effects on the spectral functions. Subsequently, the dressed output propagator is employed as a starting point of a new calculation and the results are iterated a few more times. This elucidates the effects of self-consistency on fragmentation by employing DRPA phonons to provide the most complete treatment of correlations.

In order to apply the formalism of Chapter 2 to a finite nucleus like $^{16}\text{O}$, it is necessary to make use of a limited model space and, accordingly, to employ an corresponding effective interaction. At the same time a prescription is needed to contain the number of poles that are generated at each iteration. These details are explained in Sec. 3.1, before discussing the results in the following sections.

3.1 Details of the Implementation for $^{16}\text{O}$

3.1.1 Model Space and G-Matrix Interaction

The present calculations were performed within a finite set of harmonic oscillator states, representing the sp orbitals that are most relevant for low-lying excitations. Both the (D)RPA, the Faddeev and the Dyson equations were solved within a model space including all the first four major shells (from $1s$ to $2p_{1f}$) plus the $1g_{9/2}$. The harmonic oscillator parameter was chosen to be $b=1.76$ fm. For the $1p$ states, this value reproduces properly the quasihole wave function computed in Ref.[62]. As a consequence of the truncation of the model space a Brueckner G-matrix was used as a microscopic effective interaction. This was derived from a Bonn-C potential [63] and computed according to Ref. [22]. The solution of the Bethe-Goldstone
equation includes the high-momentum intermediate states that are necessary for the treatment of SRTC. The Pauli operator used in the calculation of the G-matrix excludes all the intermediate states that are part of the model space, in which the LRC are explicitly computed [18]. This double-partitioning procedure avoids double counting of the pp ladder-diagram contributions to the self-energy (such as those, for example, included in the first diagram on the right hand side of Fig. 1.1). The results of Refs. [64, 43], suggest that this model space is large enough to properly account for the low-energy collective states that we are mainly interested in, while the SRTC are accounted for through the G-matrix effective interaction. These calculations also show that screening effects, such as those included by dressing the sp propagator, improve the convergence of results with respect to the dimension of the model space. The Bom-C potential employed in this work does not include any charge independence breaking term and the Coulomb interaction between protons was not taken into account as well. Therefore the same results were obtained for both neutron and proton spectral functions.

As explained below, the energy dependence of the G-matrix was completely taken into account in the evaluation of the BHF part of the self-energy and in computing the normalization of spectral amplitudes. A G-matrix evaluated at a fixed starting energy was instead employed when solving the Faddeev equations. In this case a value of ~25 MeV has been chosen as a suitable average of the most important 2h1p states that are of interest here. The only exception was made in computing the first 0+ excited state for $^{16}$O, as explained below.

### 3.1.2 Brueckner-Hartree-Fock Self-energy

After the G-matrix interaction has been substituted for the bare potential $\hat{V}$, the first diagram on the right-hand side of Fig. 2.1 represents the Brueckner-Hartree-Fock (BHF) contribution to the self-energy and acquires an energy dependence due to the use of the G-matrix. Its analytical expression is

$$\Sigma_{\alpha\beta}^{\text{BHF}}(\omega) = i \sum_{\gamma\delta} \int \frac{d\omega'}{2\pi} G_{\alpha\gamma,\delta\beta}(\omega + \omega') g_{\gamma\delta}(\omega').$$  \hspace{1cm} (3.1)

This contribution is needed in order to generate the correct sp energies for the main shells. It should be noted that Eq. (3.1) is expressed in terms of the self-consistent solution $g_{\gamma\delta}(\omega)$. If instead an IPM input is used, the approximated Hartree-Fock contribution may not be sufficient to put the main hole and particle fragments at the right place in energy. Rather, a self-consistent solution of the BHF equations should
be employed to evaluate Eq. (3.1). For example, in Ref. [19], the BHF equations were solved in advance. Then, the set of precomputed sp energies was used in the rest of the calculations. Also, one must note that a relevant contribution to the spin-orbit splitting between the 1p$_{1/2}$ and 1p$_{3/2}$ shells comes from relativistic effects or three-body forces [65, 66]. These contributions are not considered here.

In the present work, this issue was solved by adding an auxiliary one-body term to the BHF self-energy (3.1). This potential was chosen to be diagonal in the model space basis and was used to shift the sp energies for the fragments close to the Fermi energy. These corrections were needed during the first iterations, when the IPM starting point was used, and the parameters were fitted to reproduce the correct missing energies for the knockout and the addition of a proton. Once self-consistency is achieved, the BHF term of Eq. (3.1) generates correctly the contribution to the sp energies that come from two-body interactions. Accordingly, in our calculation the corrections applied to the $s$ and $d$ shells became negligibly small after a few iterations. The $p$ shells continue to require an adjustment of 2.7 MeV for 1p$_{1/2}$ and -0.7 MeV for 1p$_{3/2}$, respectively. This is quantitatively in agreement with the need for a contribution from three-body forces as obtained in Ref. [65].

The BHF contribution (3.1) is also relevant for the normalization of the spectral amplitudes. The normalization condition (2.26) remains valid in the G-matrix approach but now an additional contribution to the derivative of $\Sigma^*(\omega)$ comes from the energy dependence of the BHF term (3.1). In Ref. [19], it was shown that this accounts for a proper treatment of the depletion induced by SRC at least for the normally occupied shells in the IPM. In the present work, the energy dependence of the BHF contribution was taken into account both in solving the Dyson equation and in the normalization of the (hole) spectral amplitudes. In the case of quasiparticle amplitudes this effect could not being taken into account. This is a consequence of the fact that for positive energies the G-matrix becomes a complex quantity and its calculation is not a trivial problem. In our case, the algorithm of Ref. [22] works only for negative energies. Therefore a constant value of $G(\omega)$ (computed for $\omega=-5$ MeV) was adopted for all positive energies.

### 3.1.3 Iterative Procedure

The solution to the Dyson equation (2.24) contains a large number of fragments, most of which are quite small. A fully self-consistent solution requires a method in which the sp strength is binned over a large energy domain [24]. The number of poles and the resulting 2p1h and 2h1p configurations are then too numerous for a
practical solution of the Faddeev equations. To obtain some insight into the effects of self-consistency we have chosen to limit the number of fragments in such a way that the ones closer to the the Fermi level are kept intact. This approximation appears to be well founded and it is confirmed by our results, which show that the low-energy structure is principally determined by the main fragments. The following procedure was employed to limit the number of poles in $g(\omega)$. For each value of the angular momenta $\ell$ and $j$, we have kept two poles above and two below the Fermi energy. When two poles on one side of the Fermi energy were included, the fragment closest to the Fermi energy was kept, including its location and strength. Thus, for the levels near the Fermi energy, the principal quasiparticle (quasihole) fragment was kept intact. The rest of the strength was collected in the remaining pole at a location determined by weighing the remaining fragment energies with the corresponding strength. The only exception to this was made for the $f$ and $g$ shells for which only one effective hole pole was kept. The resulting dressed propagator still contains all the relevant low-energy fragmentation and at the same time it has a number of poles small enough to be used as input to another Faddeev DRPA calculation.

A last prescription employed in the present calculations needs to be discussed. As noted in Sec. 2.3, for too attractive interactions, the RPA approach can give rise to instabilities. This situation is particularly critical when a realistic nuclear interaction is applied to compute the isoscalar $0^+$ channel [26] of $^{16}$O. In performing our calculations with a dressed propagator, the phDRPA equations gave an unstable solution for the first $0^+$ excited state. Naturally, the instability of the lowest ph $0^+$ state tends to disappear when a more negative starting energy is chosen for the G-matrix since such a choice reduces the attraction in this channel. Since the first $0^+$ state is of particular importance, we decided not to simply discard the unstable solution but to compute it in a regime where the instability disappears, adopting the following procedure. A stable solution for the spectroscopic amplitudes of this state was obtained by solving the ph DPRA equations with a G-matrix at a starting energy of -110 MeV. Then, the energy of the state was kept fixed at the experimental energy of 6.05 MeV. The solution obtained, was then substituted for the unstable one. All the remaining $0^+$ levels were properly computed with a G-matrix at -25 MeV.

Obviously, such a prescription is somewhat artificial and should be avoided in future calculations. When improved phonons are considered, the RPA equations tend to yield stable results and allow for more attractive interactions [43]. Therefore,
<table>
<thead>
<tr>
<th>Shell</th>
<th>TDA</th>
<th>RPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{3/2}$</td>
<td>0.866</td>
<td>0.838</td>
</tr>
<tr>
<td>$s_{1/2}$</td>
<td>0.882</td>
<td>0.842</td>
</tr>
<tr>
<td>$d_{5/2}$</td>
<td>0.894</td>
<td>0.875</td>
</tr>
<tr>
<td>$p_{1/2}$</td>
<td>0.775</td>
<td>0.745</td>
</tr>
<tr>
<td>$p_{3/2}$</td>
<td>0.766</td>
<td>0.725</td>
</tr>
</tbody>
</table>

Table 3.1: Spectroscopic factors for $^{16}$O as computed in both TDA and RPA schemes using an IPM input. Listed are the strengths of the main (particle or hole) fragments for the five levels close to the Fermi energy. All values are given as a fraction of the corresponding IPM value.

such improvement of the phonon calculation is expected to eliminate the need for this artificial step. Most probably, this calculation will require a proper treatment of the coupling between pairs of ph phonons [28] together with an approach to reduce the effects of Pauli violation in the DRPA equation. This may require a further extension of the formalism of Chapter 2 and is the topic of planned future work [67]. Nevertheless, a first attempt in this direction is described in Chapter 4 of this thesis.

3.2 Results for the Single-particle Motion

3.2.1 Effects of RPA Correlations

By using an IPM ansatz as input propagator, the Faddeev equations have been applied to obtain the self-energy of $^{16}$O in both TDA and RPA approximations. The resulting self-energy was then used in the Dyson equation (2.24) to obtain the sp spectral functions for the removal (one-hole) and addition (one-particle) of a nucleon. The values of the spectroscopic factors for the main particle and hole shells close to the Fermi energy are reported in Table 3.1. The hole strengths given by TDA are 0.775 for $p_{1/2}$ and 0.766 for $p_{3/2}$, in close agreement with the results of Ref. [19] (to which the present TDA calculation is equivalent). The introduction of RPA correlations reduces these values and brings them down to 0.745 and 0.725, respectively. This result reduces the discrepancy with the experiment by about 4% and shows that collectivity beyond the TDA level is relevant to explain the quenching of spectroscopic factors. Since the present formalism does not account for
<table>
<thead>
<tr>
<th>Shell</th>
<th>TDA</th>
<th>RPA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Particle</td>
<td>Hole</td>
</tr>
<tr>
<td>2p$_{1/2}$</td>
<td>0.983</td>
<td>0.014</td>
</tr>
<tr>
<td>2p$_{3/2}$</td>
<td>0.980</td>
<td>0.016</td>
</tr>
<tr>
<td>1d$_{3/2}$</td>
<td>0.959</td>
<td>0.038</td>
</tr>
<tr>
<td>2s$_{1/2}$</td>
<td>0.954</td>
<td>0.039</td>
</tr>
<tr>
<td>1d$_{5/2}$</td>
<td>0.961</td>
<td>0.035</td>
</tr>
<tr>
<td>1p$_{1/2}$</td>
<td>0.102</td>
<td>0.828</td>
</tr>
<tr>
<td>1p$_{3/2}$</td>
<td>0.076</td>
<td>0.856</td>
</tr>
<tr>
<td>1s$_{1/2}$</td>
<td>0.044</td>
<td>0.888</td>
</tr>
<tr>
<td>Total occ.</td>
<td>14.95</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2: Occupation and depletion numbers for the most relevant shells of $^{16}$O as computed in both TDA and RPA schemes using an IPM input. All the results are given as a fraction of the corresponding IPM value. Also shown is the result for the total number of nucleons obtained by summing over all the hole fragments.

center-of-mass effects, the above quantities need to be increased by about 7% before they are compared with the experiment [16, 17]. It should be noted that the present RPA results describing the ph and pp (hh) spectrum suffer from the usual problems associated with RPA. One such feature, as already noted above for the ph 0$^+$ state, is the appearance of at most one collective state for a given $J^*$, whereas many low-lying isoscalar natural parity states are observed experimentally. This feature implies that especially the ph spectrum does not provide a very good description of the experimental data. One may therefore expect that further improvements of the description of the RPA phonons themselves will close the gap with the experimental data further.

Together with the main fragments, the Dyson equation produces also a large number of solutions with small spectroscopic factors. For the one-hole spectral function, this strength extends down to about -130 MeV. This background partly represents the strength that is removed from the main peaks and shifted to medium missing energies. The energy dependence of the G-matrix accounts for another 10% effect in pushing the strength of the mostly occupied shells to high energies in the particle domain. We note that the location of this strength cannot be explicitly calculated in the present approach but corresponds to very large energies [1]. The
occupation number coming from both the background contribution at negative energies, as well as from the main hole fragments is displayed in Table 3.2 for the most important shells. Summing these numbers together with the occupation of the main peaks and weighing them by a factor of $2(2j + 1)$, one gets a total number of particles equal to about 15 nucleons. This violation of particle number is a consequence of the energy dependence of the G-matrix. The remaining strength is then accounted for by the presence of high-momentum components due to SRTC not explicitly calculated in the present scheme. The present result therefore also gives an estimate of the number of these high-momentum particles that are shifted to even higher missing energies (more negative hole poles). These high-momentum components are included in the results of Refs. [13, 62] and their strength agrees with the number of missing nucleons in the present calculation. The effects of SRTC on the reduction of quasihole spectroscopic factors are thus properly included, through the energy dependence of the G-matrix interaction.

Fig. 3.1 displays the TDA and RPA one-hole spectral function for the $p_{1/2}$ and $p_{3/2}$ states. In this figure the theoretical spectral function is binned in order to make a comparison with the experimental results. These results demonstrate that neither of the two approaches explains the breaking of the main $p_{3/2}$ peak when an input IPM propagator is used. The main difference between the two results are the 4% smaller peaks obtained in the RPA approach. The results for positive parity shells are shown in Fig. 3.2. The solid bars refer to results for orbital angular momentum $\ell = 2$ and the open bars to $\ell = 0$, respectively. We observe that the RPA approach generates two hole peaks with angular momenta $d_{5/2}$ and $s_{1/2}$ at small missing energy. These peaks are found separated from the rest of strength at -15.6 and -15.8 MeV respectively, which differ from the experimental value by about 2 MeV. These “weak” fragments have relatively small spectroscopic factors and represent the particle orbitals that would characterize the excitation spectrum of the $A + 1$ system but that are found to be empty in an IPM wave function of the $A - 1$ nucleus. As a consequence of correlations in the ground state of the original $^{16}$O such sp states become partially occupied and are shifted down to energies comparable to those of the hole states. The existence of these states is a characteristic of many closed shell nuclei (and their neighbors) throughout the nuclear table [68]. The RPA predicts a spectroscopic factor of 0.1% for $d_{5/2}$ which is smaller than the experimental value of 1.9%. This represents an improvement with respect to the TDA, where such a fragment is not reproduced at all. The agreement is better for the $s_{1/2}$ fragment for which the theory predicts 3.0% and the experimental value
Figure 3.1: One-proton removal strength as a function of the hole sp energy $\varepsilon_k^- = E_k^A - E_k^{A-1}$ for $^{16}$O and angular momentum $\ell = 1$. The experimental values are taken from [10]. The theoretical results have been calculated in both TDA and RPA approximation with an IPM model input. The bottom panel includes the results of iterating the fragmentation pattern through the construction of DRPA phonons.
is 1.8%. We note, however, that the experimental analysis of these states [10] is expected to suffer from the same uncertainties discussed in Chapter 1 for the main fragments [11, 12]. Due to the small value of their spectroscopic factors the experimental error seems too big to make a reliable comparison with the results of the present model. At energies below -20 MeV, the experimental $s_{1/2}$ strength is distributed almost continuously and increases as the energy approaches the region corresponding to giant resonances. In the present calculation, based on a finite number of discrete states, the theory predicts a fragmentation over fewer isolated peaks with higher spectroscopic strengths.

3.2.2 Effects of Fragmentation

The RPA results were iterated a few times, with the aim of studying the effects of fragmentation on the RPA phonons and, subsequently, on the spectral strength. This was done by employing the prescription for representing the strength distribution with effective poles that is described in Sec. 3.1.3. The negative parity hole spectral function resulting from the third iteration is shown in the lower panel of Fig. 3.1. The main difference between these results and the one obtained by using an IPM input is the appearance of a second smaller $p_{3/2}$ fragment at -26.3 MeV. This peak rises in the first two iterations and appears to become stable in the last ones, with a spectroscopic factor of 2.6%. This can be interpreted as a peak that describes the fragments seen experimentally at slightly lower energy. This is the first time that such a fragment is obtained in calculations of the spectral strength. Further insight into the appearance of this strength is discussed in Sec. 3.4.

A second effect of including fragmentation in the construction of the RPA phonons is to increase the strength of the main hole peaks. The spectroscopic factors for the main $p$ peaks, as obtained from the first four iterations, are reported in Table 3.3. The $p_{1/2}$ strength increases from the 0.745 obtained with IPM input to 0.776, essentially cancelling the improvement gained by the introduction of RPA correlations over the TDA ones. The main peak of the $p_{3/2}$ remains at 0.722 but the appearance of the secondary fragment slightly increases the overall strength at low energy as well. This behavior can be understood by realizing that with an IPM input most of the phonons are somewhat more collective than the ones obtained from employing dressed propagators with the exception of the special case of the ph $0^+$. As a result, one can expect a reduced effect of RPA correlations when fragmentation is included in the construction of the phonons. This feature has also been observed in other self-consistent calculations of the sp spectral strength, for example
Figure 3.2: One-proton removal strength as a function of the hole sp energy $\varepsilon_k^− = E_k^0 - E_k^{d-1}$ for $^{16}\text{O}$ and positive parity final states. The solid bars correspond to results for orbital angular momentum $\ell = 2$, while the thick lines refer to $\ell = 0$. The experimental values are taken from [10]. The theoretical results have been calculated in both TDA and RPA approximation with an IPM model input. The bottom panel includes the effect of fragmentation on the construction of the DRPA phonons after three iterations.
<table>
<thead>
<tr>
<th>Shell</th>
<th>1st itr.</th>
<th>2nd itr.</th>
<th>3rd itr.</th>
<th>4th itr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z_{p_{1/2}}$</td>
<td>0.775</td>
<td>0.777</td>
<td>0.774</td>
<td>0.776</td>
</tr>
<tr>
<td>$Z_{p_{3/2}}$</td>
<td>0.725</td>
<td>0.727</td>
<td>0.722</td>
<td>0.724</td>
</tr>
<tr>
<td></td>
<td>0.015</td>
<td>0.027</td>
<td>0.026</td>
<td>0.026</td>
</tr>
</tbody>
</table>

\[
\begin{align*}
n_{d_{3/2}} & = 0.025 \\ n_{d_{5/2}} & = 0.020 \\ n_{p_{1/2}} & = 0.850 \\ n_{p_{3/2}} & = 0.870 \\ n_{s_{1/2}} & = 0.911
\end{align*}
\]


Table 3.3: Hole spectroscopic factors ($Z_n$) for knock out of a $\ell = 1$ proton from $^{16}$O and occupation numbers ($n_n$) for different angular momenta of the nucleon. These results refer to the first four iterations of the DRPA equations. All the values are given as a fraction of the corresponding IPM value and in the case of $\ell = 0$ and $\ell = 1$ are summed over the principal h.o. quantum numbers belonging to the model space (i.e. $s_{1/2}$ stands for the sum of $1s_{1/2}$ and $2s_{1/2}$, similarly for $p_{1/2}$ and $p_{3/2}$). Also included is the total number of nucleons for each iteration.

in nuclear matter [69]. Obviously, this makes the disagreement with experiments a little worse and additional work is needed to resolve the disagreement with the data. Nevertheless it is clear that fragmentation is a relevant feature of nuclear systems and that it has to be properly taken into account. It is also worth nothing that already after a few iterations, all the main quantities of Table 3.3 tend to stabilize and sustain themselves in a self-consistent way.

Table 3.3 also shows the total number of particles obtained at each iteration (derived by summing over the hole strength). This result corresponds to about 14.6 nucleons when fragmentation is included. This gives an estimate for the overall occupancy of high-momentum states of about 10%, in agreement with direct calculations of SRTC [13, 62]. We observe that this estimate is different from the results for the IPM input quoted in Table 3.2. We associate this difference with the
energy dependence of the G-matrix which is sampled differently in both cases. In
the IPM calculation the lowest three shells are included at the harmonic oscillator
level. Upon iteration, which involves the changing BHF contribution, the admixture
of the other s and p shells is included and will generate a slightly different effect
related to the energy dependence of the G-matrix since different matrix elements
are sampled in each case. We note here that for this reason there is also a distinct
difference between the quasiparticle and quasihole strengths near the Fermi energy
as shown in Table 3.1 of about 10%. This same difference appears in the summed
strengths appearing in Table 3.2. In both cases there appears more strength in the
particle domain than is appropriate for the effect of SRTC. In the present approach
we cannot treat this effect for particle shells properly since the G-matrix of Ref. [22]
is constructed only for negative energy. The derivative of the energy dependence
of the G-matrix at energies relevant for particle states will therefore not reflect the
true depletion due to SRTC. For this reason the summed strength for the particle
states is close to 1 in Table 3.2.

The results of the third iteration are also given in Fig. 3.2 for the relevant pos-
itive parity spectral functions. We note that the s_{1/2} and d_{5/2} hole fragments at
-15 MeV are no longer generated by these iterated calculations. Also, as a conse-
quence of dressing the input propagator, more poles are produced as solutions of the
Dyson equation (2.24). This allows for a better distribution of the s_{1/2} strength at
medium missing energies. Similar results have been obtained in the self-consistent
second-order calculation for ^{48}Ca in Ref. [24]. Presumably, a more complete repre-
sentation of the strength in the input propagator would further improve the \ell = 0
strength distribution.

3.2.3 One-Particle Spectral Function

The results for the one-particle spectral function are shown in Fig. 3.3 for final
states of positive parity. In this picture the solid and open bars refer to d and s
states, respectively. These comprise the first shells above the Fermi energy and their
spectral function contains the principal particle peaks. As explained in Section 3.1.2,
these fragments were forced to be at their experimental energies during the initial
TDA and RPA calculations. During the following iterations, the contribution of
Brueckner-Hartree-Fock potential (3.1) properly generates the energy shifts that are
needed to place these peaks at the right place. As a consequence no correction was
added to sp energies obtained in the Dressed RPA calculation and agreement with
experimental values was still obtained, as shown by the bottom picture of Fig. 3.3.
Figure 3.3: One-proton addition strength as a function of sp energy $\varepsilon^+_i = E^{A+1}_i - E^A_0$ for $^{16}$O and positive parity final states. The solid bars correspond to results for orbital angular momentum $\ell = 2$, while the thick lines refer to $\ell = 0$. The theoretical results have been calculated in both TDA and RPA approximation with an IPM model input. The bottom panel includes the effect of fragmentation on the construction of the DRPA phonons after three iterations. The particle strength located above 15 MeV has been multiplied by a factor of 50.
<table>
<thead>
<tr>
<th>Shell</th>
<th>IPM/TDA.</th>
<th>IPM/RPA.</th>
<th>3rd itr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z_{s_{1/2}}$</td>
<td>0.882</td>
<td>0.842</td>
<td>0.903</td>
</tr>
<tr>
<td></td>
<td>0.004</td>
<td>0.008</td>
<td>0.015</td>
</tr>
<tr>
<td>$n_{r,s_{1/2}}$</td>
<td>0.106</td>
<td>0.123</td>
<td>0.099</td>
</tr>
<tr>
<td>$Z_{d_{5/2}}$</td>
<td>0.894</td>
<td>0.875</td>
<td>0.909</td>
</tr>
<tr>
<td>$n_{r,d_{5/2}}$</td>
<td>0.067</td>
<td>0.071</td>
<td>0.069</td>
</tr>
<tr>
<td>$Z_{d_{3/2}}$</td>
<td>0.866</td>
<td>0.838</td>
<td>0.832</td>
</tr>
<tr>
<td></td>
<td>0.018</td>
<td>0.036</td>
<td></td>
</tr>
<tr>
<td>$n_{r,d_{3/2}}$</td>
<td>0.083</td>
<td>0.089</td>
<td>0.105</td>
</tr>
</tbody>
</table>

Table 3.4: Particle spectroscopic factors ($Z_{\alpha}$) for addition of a $\ell = 0$ or $\ell = 2$ proton to $^{16}\text{O}$ and contribution to the depletion numbers ($n_{r,\alpha}$) from the residual strength at medium energies. These results refer to the initial TDA and RPA calculations and to the third iteration. All the values are given as a fraction of the corresponding IPM value and in the case of $\ell = 0$ are summed over the principal h.o. quantum numbers belonging to the model space (i.e. $s_{1/2}$ stands for the sum of $1s_{1/2}$ and $2s_{1/2}$).

The values of the total spectroscopic strengths for the main $s$ and $d$ peaks is given in Table 3.4 for the same cases of Fig. 3.3. As explained above, these values do not take into account SRTIC effects and therefore are expected to be 10% lower if an energy-dependent $G$-matrix would be used also for positive energies. As for the hole case, the effects of RPA correlations tend to increase the collectiveness of the system and therefore to raise the occupation number of the main particle orbitals (that are empty in the IPM). The corresponding effect on the one-particle spectral function is a strength reduction of the relative quasiparticle peaks by about 3%. Fragmentation screens this effect and increases the total spectroscopic strength back to about the initial TDA values. The only exception is the $d_{3/2}$ peak which has a reduced spectroscopic factor, while an additional fragment is generated in a way analogous to the breaking of the $p_{3/2}$ hole fragment. We also note that an additional $s_{1/2}$ fragment is generated and sustained by both RPA and dressing effects. The $s_{1/2}$ and $d_{3/2}$ secondary fragments have small spectroscopic factor and can barely be seen in Fig. 3.3. In the ph DRPA, their poles were found at 6.42 and 10.9 MeV, respectively.
All the remaining strength that has been obtained solving the Dyson equation is located at medium energies, above 15 MeV. This consists of a large number of fragments with small spectroscopic factors that are distributed up to about 55 MeV. The relative strength is shown in Fig. 3.3 increased by a factor of 50, in order to make it visible. Table 3.4 shows that at least 10% of the total particle strength is located in this portion of the spectrum and another 10% would be moved to even higher energies by SRTC. This behavior is also found for the hole spectral function for p states, where the medium energy strength is shifted down to energies not visible in Fig. 3.1. For particle energies above 50 MeV, more strength is present in real nuclei, due to SRTC, but cannot be computed in the present approach.

The one-particle spectral function for negative parity final states is plotted in Fig. 3.4 where solid and empty bars refer to f and p states, respectively. These strengths correspond to the pf shells, which are found higher in energy. In this case, the fragmentation is substantial at the energies of the corresponding sp orbitals for these shells. This results in a spreading of the main particle strength in an energy interval between 5 to 30 MeV. A smaller portion of the fragmentation, corresponding to about 10%, is also found at intermediate energies above 35 MeV. As can be seen in Fig. 3.4, the distribution of the latter is somewhat similar in TDA and RPA calculations. Dressing the input propagator makes this spreading more uniform and extends it to both lower and higher energies. Also in this case the high-energy tail of the strength distribution, expected from SRTC, is missed by the present calculations.

A comparison of Figs. 3.3 and 3.4 can give more insight into the limits of the iterative procedure discussed in Section 3.1.3. The single fragments at medium energies are very small and, separately, do not produce any measurable effect on low-energy correlations. Nevertheless, due to the large number of fragments a considerable part of the strength (more than 10%) is contained in this region. Obviously, this should be taken into account at least in an effective way. To do this, we collected all these fragments in a single pole that contains the sum of all of them. As an example, in the case of Fig. 3.3 the three s and d principal fragments were kept as calculated, while the rest of the distribution was substituted with three effective peaks at 39.7 for $s_{1/2}$, at 37.8 for $d_{5/2}$ and at 31.0 MeV for $d_{3/2}$. These are the centroids of the relative distributions of the fragments. The total spectral strengths for these orbitals were 0.114, 0.069 and 0.141, respectively. We note that the application of such a prescription to the pf distribution of Fig. 3.4 is more troublesome. Still the lower panel shows that it is possible to separate some p and f fragments that are
Figure 3.4: One-proton addition strength as a function of the hole sp energy $\varepsilon_n^+ = E_n^{A+1} - E_0^1$ for $^{16}O$ and negative parity final states. The solid bars correspond to results for orbital angular momentum $\ell = 3$, while the thick lines refer to $\ell = 1$. The theoretical results have been calculated in both TDA and RPA approximation with an IPM model input. The bottom panel includes the effect of fragmentation on the construction of the DRPA phonons after three iterations. The particle strength located above 35 MeV has been multiplied by a factor of 50.
bigger than the others. All of the remaining strength was collected in four effective
poles for $p_{3/2}$, $p_{1/2}$, $f_{7/2}$ and $f_{5/2}$ states. Although this approach is less satisfactory
for $pf$ shell, it is needed in order to keep the dimension of the Faddeev eigenvalue
equation within a tractable size. The focus of this work is on the low-energy beha-
vor of the hole spectral function. Moreover, the $p$ and $sd$ fragments close to the
Fermi energy are the principal quantities that determine the LRC structure of $^{16}$O.
Thus at the higher energies where the $p$ and $f$ particle fragments are found, the
above prescription is adequate for the purposes of this thesis. In any case, a proper
calculation of the particle spectral function at medium energies would require a
continuum representation of the one-body spectral function.

3.3 Collective Phonons

3.3.1 Excitation Spectrum of $^{16}$O

The excitation spectrum of $^{16}$O has been extracted from the Lehmann representa-
tion of the polarization propagator, Eq. (2.12). The results for the lowest isoscalar
excited states, obtained in terms of an IPM input propagator, are compared with
experiment in Fig. 3.5. The TDA reproduces only the negative parity states. The
$1^-$ is found at 9.60 MeV while the $3^-$ is at 9.07 MeV. This corresponds to about
2-3 MeV above the experimental values. The situation is improved when the RPA
equations are solved. This brings down the energies to 9.13 and 7.14 MeV, respec-
tively, and gives a better agreement for the $3^-$ state. More dramatic is the behavior
of the first $0^+$ excited level. The lowest $0^+$ eigenvalue obtained from TDA is found at
14.9 MeV. This energy is rather high and cannot be easily interpreted as a low lying
eigenvalue. Instead, the RPA equation gives a solution at 9.46 MeV. In general, the
effect of RPA is to produce a more attractive interaction that makes the first excited
states more collective and brings them down to lower energies. The fact that this
effect is more relevant for the $0^+$ state is in accordance with the experience from
shell-model calculations, where up to $4h\omega$ configurations are needed to reproduce
low-energy positive parity states of $^{16}$O [70, 27]. Such configurations contain $2p2h$
and $3p3h$ states that are completely missed by the standard TDA equation but are
partially included in the RPA, as discussed in Section 2.3.1.

A further rearrangement of the ph spectrum is obtained when the effects of
fragmentation are included. This is shown in the last column of Fig. 3.5, where the
ph DRPA results from the third iteration are reported. The excitation energies for
the first $1^-$ and $3^-$ levels rise to 10.8 and 9.42 MeV, thus worsening the agreement
Figure 3.5: Results for the first isoscalar excited states of $^{16}$O. The second and third columns are obtained from an IPM propagator, by solving TDA and RPA equations respectively. The last column refers to the ph DRPA propagator obtained during the third iteration. The results are compared to the experiment in the first column. The unstable $0^+$ state in phDRPA has been artificially set to the experimental energy.
Table 3.5: Higher excited states obtained from TDA and (D)RPA compared to empirical values. Experimentally, several more excited states of $^{16}$O are found at these energies but that are not reproduced by the present calculations.

with data. This is an effect of dressing the sp propagator, which introduces a screening of the interaction and therefore reduces collective effects. This points to a need for a more attractive G-matrix interaction. We mention here that the present G-matrix is calculated without any binding correction of the sp energies for particle states which could have some influence on the strength of the effective interaction. These results also suggest that more correlation effects should be taken into account to bring the lowest negative parity states to the right place in energy. The case of the first $0^+$ state is anomalous. The introduction of fragmentation makes this channel even more collective and already at the first iteration unstable, imaginary eigenvalues are obtained. This behavior with respect to fragmentation effects is quite surprising and counterintuitive. One possible explanation may be related to the variety of configurations that mix to form this level. It may happen that the ph interaction turns out to be repulsive for part of the involved contributions. If the screening effects are stronger for these matrix elements than for the attractive ones, the net effect would still be an increase of collectivity. In any case, this anomaly is a clear indication of the complexity in the structure of the first $0^+$ state. Calculations that properly go beyond the phDRPA level will be required to solve this puzzle. In order to pursue an iterative calculation, the unstable solution was replaced according to the prescription of Sec. 3.1.3, as shown in Fig. 3.5.

Other negative parity levels are correctly reproduced in both TDA and RPA at higher excitation energies. The most important are the isoscalar $0^-$ and $2^-$ found at about 10-12 MeV and the isovector $1^-$ and $3^-$ at 11-13 MeV. These are not shown in Fig. 3.5. The results for all of them are in fair agreement with the experiment and with previous calculations [26], as can be seen from Table 3.5.
Figure 3.6: Lowest excited level of $^{14}C$ as obtained from TDA and (D)RPA calculations. The theory is compared to the experimental results in the first column. The levels drawn with a dashed line have a small total spectroscopic strength and therefore they would be little populated in two-nucleon transfer reactions.

### 3.3.2 Excitation Spectra for $^{14}C$ and $^{14}N$

The solution for the two-particle propagator contains information on the excitation spectra of the system with $A - 2$ nucleons. In particular the isovector and isoscalar channels give the lowest excited states for $^{14}C$ and $^{14}N$, respectively. The excitation spectrum of $^{14}C$ is shown in Fig. 3.6. The levels have been extracted from the poles $\varepsilon_{\vec{k}N}^{\pm}$ of the two-body propagator (2.14) and have been shifted to be compared with the experimental excitation energies. This requires to consider the experimental separation energies for extracting two protons from $^{16}O$ (cf. the last of Eqs. (A.3)).
The results for positive parity levels from TDA and RPA, with an IPM input, are basically equivalent to the ones of Ref. [20], where a hh DRPA equation was solved. The excited $0^+$ and $1^+$ states are reproduced but with energies far from the experimental ones and in the wrong order. In spite of this discrepancy the relative spectral amplitudes have been successfully applied to study the $^{16}\text{O}(e,e'p p)$ cross section [21, 8]. Less satisfactory are the solutions for the $2^+$ channel. Experimentally a pair of $2^+$ levels is observed below 9 MeV. The theory reproduces only one of them and at lower energy. As discussed in Chapter 1, these low-lying states are of two-proton-hole type and are characterized by a $(p_{3/2}, p_{3/2})^{-1}$ configuration. For this reason, it has been argued that the splitting of the $2^+$ states could be directly related to the splitting of the $p_{3/2}$ hole fragment in $^{15}\text{N}$. This conjecture does not seem to be confirmed by the pp DRPA calculation shown in the last column of Fig. 3.6. The latter refers to the third iteration and therefore a dressed sp propagator with $p_{3/2}$ breaking was employed (2nd itr. column of Table 3.3). Curiously enough, the results show a splitting of the high $2^+$ state at about 14 MeV, rather than for the lowest one. Furthermore the second fragment is at higher energy and carries very little strength. We have checked the relation with the one-hole spectral function by suppressing the second $p_{1/2}$ fragment in the input propagator and then repeating the same calculation with the main $p_{3/2}$ only. In this case only one $2^+$ state is found around 14 MeV. It must be observed that the splitting of $p_{3/2}$ fragments in $^{15}\text{N}$ is not completely described in the present calculations. This suggests that the $p_{3/2}$ breaking may still play some role in the determination of the $2^+$ states of $^{14}\text{C}$ if improvement in the present calculation is achieved. Nevertheless, it also appears reasonable to suspect that the above mechanism may not be sufficient to explain the $2^+$ puzzle and that other configurations may come into play. Two-phonon configurations that couple either the excited $2^+$ levels of $^{14}\text{C}$ to the lower $0^+$ phonons in the $^{16}\text{O}$ core or the ground state of $^{14}\text{C}$ to the $2^+$ state in $^{16}\text{O}$, may play this role. Another candidate can be the coupling of the two weak $d_{5/2}$ and $s_{1/2}$ hole fragments discussed in Sections 3.2.1 and 3.4.

Finally we note that the experimental spectrum of $^{14}\text{C}$ includes a few states with quantum numbers $0^+$ at 6.59, $1^-$ at 6.09 and $3^-$ at 6.73 MeV, which are hardly populated in two-proton transfer experiments [7, 8, 71, 72]. These are clearly reminiscent of the low-lying states of $^{16}\text{O}$ with the same quantum numbers and can be interpreted as excitations of the $^{16}\text{O}$ core in $^{14}\text{C}$ as well. In this sense they are “weak” levels analogous to the ones discussed in Section 3.2.1 for the hole spectral function. The TDA and RPA calculations, based on an IPM ansatz, do
not reproduce these levels. Though a few negative parity levels with small total spectral strength are obtained in lh DRPA.

The experimental and theoretical spectra of $^{14}$N are compared in Fig. 3.7 for the ground states and the principal isoscalar states. Note that the excitation energies are plotted with respect to the experimental ground state of $^{14}$N, which requires a shift of the theoretical results by the separation energy of a proton and a neutron from the $^{16}$O core. In our calculation, the Coulomb interaction was completely neglected but the one-hole spectral function that enter the lh DRPA (and lh TDA) calculations where fitted to reproduce the proton-hole energies. If neutron-hole energies were employed for one of the legs in the lh propagator, Eq. (2.29), higher theoretical energies for the ground state would be found. This explains why the IPM/TDA and the DRPA results in Fig. 3.7 are systematically somewhat lower than experiment.
It makes sense, however, to compare the relative excitation energies. The theory predicts 2.54 Mev for the $1^+$ state and 4.22 MeV for $2^+$ in IPM/TDA, and 1.86 MeV for $1^+$ and 4.07 MeV for $2^+$ in hhDPRA. These are both 2 and 3 MeV lower than the experimental values of 3.95 and 7.03, respectively. The results from IPM/RPA should not be taken too seriously since the ground state is affected by the closeness of the pairing instability of the RPA.

Finally we note the behavior of the ground state energies for both $^{14}$C and $^{14}$N with respect to the different approximations employed. Figs. 3.6 and 3.7 show that the lowest levels obtained in IMP/RPA are more collective and lower in energy than the corresponding TDA results. When fragmentation is included, the ground state level is brought back up as a consequence of screening, eventually reaching a higher energy than the IMP/TDA one. This effect is remarkable for $^{14}$N, in which the undressed RPA calculation is at the limit of breakdown and the ground state energy is unrealistically shifted down to -7.3 MeV. In the hh DRPA calculation, this pathology is not present and the ground state is found at a realistic value.

### 3.4 Coupling Between Collective Phonons and sp Motion

A deeper insight into the mechanisms that generate the fragmentation pattern can be gained by looking directly at the connection between the spectral function and some specific collective states. To clarify this point we repeated the third iteration using exactly the same input but without replacing the unstable ph $0^+$ state, which was instead discarded. The resulting p hole spectral function is shown in the upper panel of Fig. 3.8. In this calculation no breaking of the $p_{3/2}$ peak is obtained. Instead a single peak is found with a spectroscopic factor equal to 0.75 which corresponds to the sum of the two fragments that are obtained when the $0^+$ state is taken into account. This result can be interpreted by considering the $p_{3/2}$ fragments as a hole in the ground state and the first excited $0^+$ state of the $^{16}$O core, respectively. If the latter two levels are close enough to each other in the calculation, a mixing between the two configurations can occur and a second smaller fragment is generated. When the excited $0^+$ state is removed from the calculation or, like in the TDA approach, is found far above the experimental energy, the calculation can reproduce only one single peak. Obviously, it is understood from the dressed results of Fig. 3.1 that further improvements have to be made in other to describe properly the strength and the missing energy of the smaller fragments. A candidate to consider in this improvement is the role of the first $2^+$ state in $^{16}$O, which can also couple to generate $p_{3/2}$ hole fragments but was not included here since it cannot
be obtained by the present ph DRPA calculation, at least not at low enough energy.

The other two low-lying states of $^{16}$O that may be of some relevance are the isoscalar 1$^-$ and 3$^-$. These excitations are reproduced reasonably well by RPA type calculations [26] but are typically found at higher energies than the experimental ones. In the present case the 3$^-$ and 1$^-$ are shifted to even higher values by screening effects, like in the ph DRPA result of Fig 3.5. The lower panels of Fig. 3.8 show the results for the even parity spectral functions that are obtained if the third iteration is repeated while shifting the 3$^-$ alone or both 3$^-$ and 1$^-$ down to their experimental values. In this case, a $d_{5/2}$ hole peak is obtained at low missing energy. This result is also quantitatively more satisfactory that what was obtained in the RPA calculation based on the IPM, since in this case it is found at -17.7 MeV (in agreement with experiment) and with a spectroscopic strength of 0.5%. It is interesting to note that the shifting of the 3$^-$ collective state does not produce any other noticeable change in the theoretical spectral function. The same applies if also the 1$^-$ is shifted.

It appears therefore that the main impediment for further improvements of the description of the experimental hole spectral function is associated with the deficiencies of the RPA (DRPA) description of the excited states. One important problem is the appearance of at most one collective phonon for a given $J^\pi, T$ combination. Experimentally, several low-lying isoscalar 0$^+$ and 2$^+$ excited states are observed at low energy in $^{16}$O as well as additional 3$^-$ and 1$^-$ states. A possible way to proceed would be to first concentrate on an improved description of the collective phonons by extending the RPA to explicitly include the coupling to two-particle–two-hole (2p2h) states. Such an extended RPA procedure has been applied in heavier nuclei with considerable success [64, 43]. In order to be relevant for $^{16}$O, this approach requires an extension in which the coherence of the 2p2h states is included in the form of the presence of two-phonon excitations. Such contributions arise naturally when the response is calculated by using the Baym-Kadanoff construction of the irreducible ph interaction which is based on a self-consistent treatment of the self-energy [73]. This is will be the topic of Chapter 4, where a first attempt to pursue such calculations is described.
Figure 3.8: One-proton removal strength resulting from repeating the third iteration with a modified ph propagator. The upper panel refers to the results for \( \ell = 1 \) when the lowest \( 0^+ \) state of \(^{16}\text{O}\) is excluded. The lower panels give the \( \ell = 0 \) (thick curve) and \( \ell = 2 \) (solid bar) results obtained when the \( 3^- \) alone or both the \( 3^- \) and \( 1^- \) states are shifted to their experimental energies.
Chapter 4

Two-phonon Effects in $^{16}$O

The results of Chapter 3 demonstrate strong correlations between the excitation spectrum of $^{16}$O and its one-hole spectral function, which describes the excitations of the residual $A-1$ nucleus. At the same time the description of the $^{16}$O spectrum, as obtained in phDRPA, is not completely satisfactory. While the isoscalar, $3^-$ and $1^-$ states can be obtained roughly at the right experimental energies, the $0^+$ is found to be highly unstable and the low-lying $2^+$ is not reproduced at all. This suggests the presence of correlation effects in the $T=0$ positive parity channel that are not included in the standard RPA expansion. Obviously, a proper treatment of the $^{16}$O core is needed also in order to improve the results for the sp spectral function.

From a shell model point of view, it is well known that the first $0^+$ state contains relevant 4p4h holes components [27, 70]. These contributions are accounted for by (D)RPA only in a very partial way and are among the diagrams that suffer from the violation of the Pauli principle (see Fig 2.6). With this consideration in mind, one may not be surprised by the instability of the $0^+$ channel and by the fact that the dressing of sp propagators fails to screen the ph interaction in this channel (as one would intuitively expect). In any case, a reliable study of the importance of Pauli violations in isoscalar positive parity states needs to be performed in future work, before any definitive statement can be made. An alternative point of view to this problem was suggested in Ref. [28]. There it is argued that predominant contribution to the low $0^+$ and $2^+$ states can be understood as a coupling of the negative parity $3^-$ and $1^-$ states. Such contributions can indeed generate correctly the quantum number of the rotational band of $^{16}$O and of the first $0^+$ level. Obviously, this picture is coherent with the above one, since the diagrams that involve couplings of two phonons both contain 2p2h and higher excitations and fix part of the Pauli breaking generated by (D)RPA. The SCGF approach differs from shell model calculations because it is based on the coupling of complete dressed propagators (i.e. states that are already superpositions of several selected npnh configurations).

In this chapter we apply a formalism developed by Baym and Kadanoff to con-
sistently include the effects of two-phonon contributions to the $^{16}$O core. This will result in a further extension of the 'Extended RPA' (ERPA) formalism of Refs. [64, 43].

4.1 Beyond phDRPA

4.1.1 Baym-Kadanoff and ERPA

The Bethe-Salpeter equation (2.41) for the ph vertex can be obtained by considering the functional derivatives of the effective action. In particular one can choose to derive directly an equation for the ph propagator, which includes the external legs [43],

$$
\Pi_{\alpha\beta,\gamma,\delta}(t_1, t_2; t_3, t_4) = -ig_{\nu\gamma}(t_1 - t_3)g_{\delta\beta}(t_4 - t_2) +
-ig_{\mu\nu}(t_1 - t_5)g_{\nu\beta}(t_6 - t_1)K_{\mu\nu,\rho,\sigma}(t_5, t_6; t_7, t_8) \Pi_{\rho\sigma,\gamma,\delta}(t_7, t_8; t_3, t_4),
$$

(4.1)

where $\Pi(t_1, t_2; t_3, t_4)$ is the obvious generalization of Eq. (2.11) to include the complete dependence on four times.

The ph irreducible vertex $K_{\mu\nu,\rho,\sigma}(t_5, t_6; t_7, t_8)$ contains all the 4-point diagrams that cannot be split by cutting a single line. As shown in Ref. [73], this can be derived as a functional derivative of the irreducible self-energy $\Sigma^{*1}$

$$
K_{\alpha\beta,\gamma,\delta}(t_1, t_2; t_3, t_4) = \frac{\delta \Sigma^{*1}_{\alpha\beta}(t_1, t_2)}{\delta g_{\gamma\delta}(t_3, t_4)}.
$$

(4.2)

Baym and Kadanoff [73, 74] developed a scheme, based on the above equations, that allows one to construct a conserving approximation to $\Pi(\{t_i\})$ once a particular approximation to the self-energy has been made. They showed that the ph propagator is assured to satisfy the principal conservation laws as long as both $g$ and $K_{\mu\nu,\rho,\sigma}(t_5, t_6; t_7, t_8)$ are derived from the same approximation to the self-energy (by means of the Dyson equation and Eq. (4.2), respectively). In terms of Feynman diagrams, Eq. (4.2) states that the expansion for $K_{\mu\nu,\rho,\sigma}(t_5, t_6; t_7, t_8)$ is obtained by taking every diagram that contributes to the irreducible self-energy and cutting a line in every

---

1The functional derivative with respect to the propagator $g(\tau)$ can be related to the second derivative with respect an the auxiliary field (cf. Eq. (2.2)). Since the self-energy is already obtained as a second derivative of the effective action, Eq. (4.2) is essentially a fourth derivative, i.e. a 4-point irreducible vertex.

2Vice versa, the sp propagator $g$ is itself a conserving quantity whenever the corresponding self-energy is obtained, self-consistently, from a proper approximation of the 4-point Green's function [73].
Figure 4.1: Examples of diagrams contributing to the forward-going propagation in standard ERPA. They are referred as screening, self-energy insertion and ladder diagrams, respectively. The last two are related by Pauli exchange of the free hole line with the hole that propagates inside the second-order self-energy term. Note that the Dressed RPA equations automatically account for the effect of the self-energy while completely ignoring the ladder and screening contribution.

possible way. Obviously, substituting the whole Faddeev expansion of Section 2.4 into Eq. (4.2) would result in an unpractically large number of diagrams to be considered. One can still use Eq. (4.2) to derive a set of different approximations to $K^{(ph)}$ that consistently go beyond the RPA approach.

The easiest approach consists in applying Eq. (4.2) to the sole Hartree-Fock contribution (2.21). The result, $K^{(ph)}_{\alpha\beta\gamma\delta} = V_{\alpha\delta\beta\gamma}$, is the usual kernel of the (D)RPA equations and leads directly to the formalism discussed in Sections 2.3 and A.1. The immediate extension to the RPA formalism consists in including also the second-order contribution to the self-energy (which is the last diagram of Fig. 1.1). This approach leads to the Extended RPA (ERPA) formalism of Refs. [64, 43, 59]. The interesting feature of ERPA is that it includes diagrams with intermediate 2p2h states and consistently accounts for all the Pauli exchange contributions up to the 2p2h level. Fig. 4.1 gives some examples of diagrams that are included in this
expansion. Of particular interest is the first one, which represents a contribution to the screening of the ph interaction. It must be noted that this diagram contains only the lowest order contribution. The complete screening would require a series of all order interactions between the additional ph state [55], as shown in Fig. 4.2. This corresponds to allowing the particle and the hole to exchange the phonons of the system. The latter have a low “mass” and therefore can provide a long-range contribution to the residual interaction.

At this level, the ERPA approach accounts for the creation and immediate destruction of 2p2h contributions on top of the normal ph propagation. Contributions of 2p2h type are expected to be relevant in $^{16}$O and therefore they should also be allowed to interact to all orders and sustain themselves without being forced
to instantaneously annihilate in a ph state. A further extension of the input to Eq. (4.2) would allow to include part of these contributions. This can be seen by considering a self-energy in which a single ph propagator has been inserted, i.e. the second diagram on the right hand side of Fig.1.13. This approximation was initially suggested in Ref. [28] and results in substituting the intermediate 2p2h state generated by ERPA with two independent ph phonons. The latter propagate simultaneously and are coupled to the simpler ph states by a single interaction. Two possible contributions are shown in Fig. 4.3, in terms of dressed Green’s functions. If the two intermediate phonons have been computed using the (D)RPA equations, they will already provide a reasonable description of the lowest isoscalar 3− and 1− excited states. These can be sufficient to generate the most important positive parity states. Particularly attractive is the coupling of two 3− phonons, 3− ⊗ 3− = 0+ ⊕ 2+ ⊕ 4+ ⊕ 6+, that can generate a contribution to the first rotational band of 16O. Couplings involving the 1− are also expected to give contributions to the low 0+ and 2+ states.

It is not difficult to see that different diagrams similar to those in Fig. 4.3 can be obtained through Pauli exchange of the phonon’s external lines. In total there are sixteen possible contributions, corresponding to all the possibilities of connecting two phonons to a ph state by means of a single interaction, both in the upper and lower part of the diagram. In the calculations of Section 4.2, we compute all sixteen possibilities and add them to the the forward- and backward-going parts of the phDRPA series. Obviously, both the standard ERPA contributions of Fig. 4.1 and the complete screening, Fig. 4.2, are included in the approximation of Fig. 4.3. Moreover a SCGF approach, based on dressed input Green’s function is applied. Thus, the formalism introduced here is an extension of (and goes well beyond) the calculations of Refs. [64, 43, 59, 55]. However, to avoid complications in the notation, we will still refer to it as “Extended RPA” or as “two-phonon ERPA” whenever confusion may arise.

It is worth noting that the inclusion of all the sixteen diagrams of Fig. 4.3 account for the Pauli corrections to the 2p2h states formed by the phonon’s external legs. This guarantees the correct properties of the intermediate states that are included into the calculations. Nevertheless, not all the 2p2h Pauli correlations are properly accounted for since no exchange is possible between the lines propagating

---

3The first diagram in Fig.1.1, which is a pp(hh) phonon insertion would lead to other contributions that are similar to those treated in the next section but that are not expected to be as relevant as the present ones. These contributions are not considered in this thesis.
Figure 4.3: Examples of contributions involving the coupling of two independent ph phonons. The first one includes the screening diagram of Fig 4.2. In total, there are sixteen possible diagrams of this type, obtained by considering all the possible coupling to a ph state. The two-phonon ERPA equations (4.6) sum all of them in terms of dressed propagators.

inside the two separate phonons. The situation here is very similar to that of the 2p1h Pauli breaking in the diagrams of Fig. 1.1: to overcome it and to include all the possible correlations one should perform a complete all order summation of 2p2h states, for example by developing 2p2h Faddeev-Yakubovsky formalism. The same expansion would be obtained by employing the 2p1h Faddeev propagator (2.36) in deriving $K^{(ph)}$ from Eq. (4.2). Obviously, such calculations would completely fulfill the requirements of the Baym-Kadanoff formalism but it goes far beyond the scope of the present work and will not be attempted here. Moreover, it is not yet clear, given our present knowledge, whether a massive all order summation of 2p2h diagrams would actually provide a relevant contribution to the spectrum of $^{16}$O.

Finally, we observe that the standard ERPA calculations of Refs. [43, 59] were performed by including also diagrams like the second one of Fig. 4.4. These have the
property of inverting the direction of propagation in time in the usual RPA fashion. One may note that by combining this diagram with a single ph interaction, the Pauli exchange diagram of Fig. 2.6 d) is reproduced. Thus, time inversion diagrams in ERPA could sensibly reduce the Pauli violations also for 3p3h and higher states. These contributions were not yet included in the calculation described below and will be considered in future work.

4.1.2 Two-phonon Contribution to the ph Propagator

To include the diagrams of Fig. 4.3, we need to perform some further manipulation of Eq. (4.1). As in Section 2.4.3, the main issue is that one needs to reduce the Bethe-Salpeter equation to a form that involves only two-time quantities. in order
to do this, one has to promote the quantum numbers \( \{n, k\} \), labelling particle and hole fragments, to external indices. Moreover, it must be observed that reducing the kernel \( K^{(ph)} \) to a two-time quantity, a given contribution can generate different types of diagrams according to which time direction is chosen for the incoming and outgoing ph pair. Fig. 4.4 gives an example for the case of the screening diagrams. Therefore, one must consider the two-time diagrams that come from a single 4-time contribution to \( K^{(ph)} \) and add them to Eq. (4.1) in a separate way. For our purposes, it is easier to start from the DRPA equation (2.28) and upgrade it to include the diagrams of interests.

In the present chapter we are only interested in including the two-phonon contribution in the forward-, Fig. 4.3, or backward-going time direction. We do not consider the time inversion term other than the one coming from the standard (D)RPA expansion. We start by splitting the free ph propagator (2.27) into its forward- and backward-going part, denoted by \( > \) and \( < \), respectively

\[
\Pi^I(\omega) \rightarrow \Pi^I > (\omega) + \Pi^I < (\omega). \tag{4.3}
\]

By performing this substitution in the DRPA equation (2.28) one obtains a similar separation for the complete propagator

\[
\Pi(\omega) \rightarrow \Pi^g (\omega) + \Pi^< (\omega), \tag{4.4}
\]

where \( > \) and \( < \) now refer to the sense of propagation of the final lines only

\[
\Pi^>(\omega) = \Pi^I > (\omega) + \Pi^I > (\omega) \, V \, \Pi(\omega) \\
\Pi^<(\omega) = \Pi^I < (\omega) + \Pi^I < (\omega) \, V \, \Pi(\omega). \tag{4.5}
\]

The latter still represent the standard DRPA equations. The last step consists in substituting Eq. (4.4) into (4.5) and adding the two-phonon contributions. The result are the ERPA equations, \( \Pi^>(\omega) \) = \( \Pi^I > (\omega) + \Pi^I > (\omega) \) \( \{ (V + W^>(\omega)) \Pi^>(\omega) + V \, \Pi^<(\omega) \} \)

\[
\Pi^<(\omega) = \Pi^I < (\omega) + \Pi^I < (\omega) \, \{ V \, \Pi^>(\omega) + (V + W^<(\omega)) \, \Pi^<(\omega) \} \tag{4.6}
\]

in which all the four possible time directions of the two-time kernel \( K^{(ph)}(\omega) \) – forward backward and the two time inversions– have been separated. The RPA kernel consists of a single interaction \( V \) which is the same for all four cases. Thus the (D)RPA equations can also be written in the compact form (2.28). This is no longer true when different contribution, such as \( W^>(\omega) \) and \( W^<(\omega) \), are added. In
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Eq. (4.6), $W^>(\omega)$ represents the contribution of all the sixteen two-phonon diagrams, Fig. 4.3, in the forward direction. $W^<(\omega)$ corresponds to the backward-going term.

The details of the formalism needed to solve Eqs. (4.6) are discussed in Appendix A.3. The next section reports on the application of this formalism to $^{16}\text{O}$.

4.2 Results

The contributions of two-phonon states were first studied by solving the ERPA equation (4.6) with an IPM propagator. This was the same input ansatz to the RPA calculations in Section 3.2.1, i.e. it was constructed from the harmonic oscillator (h.o.) orbitals that form the model space. A G-matrix evaluated at $\omega=-25$ MeV was adopted, consistent with the calculations of Chapter 3. The standard RPA equation was solved first, in order to generate the ph phonons that entered the final calculation. In principle, only the lowest negative parity states of $^{16}\text{O}$ have the right quantum numbers and energies low enough to generate two-phonon contributions relevant for our purposes [28]. Other ph phonons would couple at too high energy and could not mix to form low-lying excitations. Therefore, in the present calculation we have limited the number of intermediate phonons to include only the most relevant ones. For each channel with quantum numbers $J^z$ and $T$ (up to angular momenta $J=9$ were present), we have kept at least the lowest three solution of the IPM/RPA equation. For the isoscalar $0^+$, $1^-$, $2^+$ and $3^-$ channels, however, up to five phonons were considered. After coupling these, only the intermediate two-phonon states with energy lower than 25 MeV were selected to be included in $W^>(\omega)$ and $W^<(\omega)$. This resulted in adding about 35 intermediate two-phonon configurations to each channel in ERPA equation. The excluded contributions are higher in energy and some stability tests showed that no change in the result for low-lying states occurs if these were included.

The same calculation was also performed with a different IPM propagator, obtained by solving the BHF equation, as well as with a dressed propagator as input, respectively.

4.2.1 Results for the Polarization Propagator

The results obtained from the h.o. input propagator are displayed in Fig. 4.5. The isoscalar eigenvalues obtained for energies below 15 MeV are displayed, for both the standard RPA and for the final ERPA calculation. The ERPA calculation produces lower energies for all the levels that are already obtained in RPA. Both
Figure 4.5: Results for the two-phonon ERPA propagator of $^{16}$O with an h.o. IPM input propagator, last column. The spectrum in the middle is obtained by solving the standard RPA problem and is employed to generate two-phonon contributions to the ERPA equation. Note that these intermediate RPA results have already been discussed in Section 3.3.1. The excited states indicated by dashed lines are those for which the (E)RPA equation predicts a total spectral strength $Z_{mn}$ lower than 10%. The first column reports the experimental results.
$3^-$, $0^-$ and $2^-$ are shifted below the experiment by 1 MeV or more. The latter feature looks rather attractive since the dressing of the sp propagator, which has the effect to rise their eigenvalues, has not been taken into account. Moreover, the first $0^+$ moves roughly to the right experimental energy. This appears to be rather fortuitous. Still, the fact that the correction for this case is as large as 3.5 MeV shows that correlations between ph and two-phonon states are possible and go in the right direction.

It is also worth considering the total ph spectral strength for a given state, that is obtained by summing over all the corresponding amplitudes, Eq. (A.20), as

$$Z_{n_{n}} = \sum_{\alpha,\beta} |Z_{\alpha\beta}|^2. \quad (4.7)$$

Results for both the excitation energy and $Z_{n_{n}}$ of the principal levels in Fig. 4.5 are given in Table 4.1. Note that $Z_{n_{n}}$ is substantially bigger than one for the $3^-$ and $0^+$ states and that it raises further for the ERPA results. This signals an increase of the collective character for these solutions. The ERPA equation generates a triplet of states at about 14 MeV, with quantum numbers $0^+, 2^+$ and $4^+$. However, their ph spectral strength is found to be very small. This indicates that these levels contain small admixtures of ph states and are almost exclusively bare two-phonon contributions. Also note that their quantum numbers and their energies correspond to those obtained by coupling two $3^-$ RPA phonons at 7.14 MeV. Experimentally, the first $2^+$ is found at a lower energy and spectral strength for these states is known to have relevant ph components [75]. Thus the lack of mixing between ph and the other configurations is quite unsatisfactory. Very small spectral strength is found for most of the states that are not reproduced by standard RPA.

A second approximation for an IPM propagator was obtained by solving the Brueckner-Hartree-Fock equations including the energy dependence of the G-matrix. These results were employed as input to new RPA and two-phonon ERPA calculations. The principal eigenvalues are also shown in Table 4.1. In general, the results of the ERPA equation agree with the case of an h.o. input. The principal negative parity levels are shifted down of about 1 MeV. A $0^+$, $2^+$ and $4^+$ triplet is generated at twice the energy of the RPA $3^-$ phonon. These have a marked two-phonon character and fail to mix with ph contributions. In this case, the latter $0^+$ appears to be a little more collective since it if found about 1 MeV below its partners and has a total strength of $Z_{0^+} = 0.197$. Note that for the BHF propagator the standard RPA calculation is no longer able to reproduce a low-lying $0^+$ state. Also, the low $3^-$ and $1^-$ levels are found a little higher in energy (about 1 MeV) with respect
Table 4.1: Excitation energy and total spectral strengths obtained for the principal solutions of RPA and ERPA equations. Both the h.o. and BHF cases are displayed.

<table>
<thead>
<tr>
<th>( T = 0 )</th>
<th>h.o./RPA</th>
<th>h.o./ERPA</th>
<th>BHF/RPA</th>
<th>BHF/ERPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J^\pi )</td>
<td>( \varepsilon_{n_e} )</td>
<td>( \varepsilon_{n_{e'}} )</td>
<td>( \varepsilon_{n_{e''}} )</td>
<td>( \varepsilon_{n_{e'''}} )</td>
</tr>
<tr>
<td>( 0^+ )</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( 4^+ )</td>
<td>13.63</td>
<td>0.029</td>
<td>16.97</td>
<td>0.021</td>
</tr>
<tr>
<td>( 2^+ )</td>
<td>13.87</td>
<td>0.062</td>
<td>16.93</td>
<td>0.033</td>
</tr>
<tr>
<td>( 0^+ )</td>
<td>14.27</td>
<td>0.100</td>
<td>16.43</td>
<td>0.196</td>
</tr>
<tr>
<td>( 1^- )</td>
<td>9.13</td>
<td>1.027</td>
<td>7.46</td>
<td>0.997</td>
</tr>
<tr>
<td>( 3^- )</td>
<td>7.14</td>
<td>1.258</td>
<td>5.21</td>
<td>1.367</td>
</tr>
<tr>
<td>( 0^+ )</td>
<td>9.46</td>
<td>1.582</td>
<td>6.20</td>
<td>1.621</td>
</tr>
</tbody>
</table>

to the h.o. results. This is expected since the Hartree-Fock approximation tend to lower the ground state energy but not necessarily the energies of the excited states. This effect results in shifting the whole spectrum upward. Still, the behavior of the \( 0^+ \) state is strange and not well understood.

Similar results have been obtained by employing a dressed input propagator. Fig. 4.6 and Table 4.2 show the solution of the DRPA and ERPA obtained by using the output of the third iteration of Section 3.2. The principal negative parity isoscalar states are shifted down in energy, as expected, but the improvement is by less than 1 MeV. The low \( 3^- \) and \( 1^- \) levels remain above their experimental energy at 8.74 and 9.92 MeV, respectively. At the same time a larger number of excited states is generated above 10 MeV. Most of them have two-phonon character and do not mix with ph states, as it would be required in order to generate the most relevant low lying states. The coupling of two low \( 3^- \) phonons of \(^{16}\text{O}\) produces an almost degenerate triplet of states at around 16 MeV, which is twice the original phonon’s energy. The instability of the \( 0^+ \) state appears in the two-phonon ERPA as well and no improvement is obtained.

The ERPA results for an h.o. input look very promising, since they give sizable corrections to several energy levels. However, this improvement tends to become negligible in the successive calculations. Presumably this happens because a sizable part of correlations, which in the first case are introduced by ERPA, are already accounted for by the BHF term (3.1) and the dressing of the input propagator. Nev-
Figure 4.6: Results for the two-phonon ERPA propagator of $^{16}$O with a dressed input propagator, last column. The spectrum in the middle is obtained by solving the standard DRPA, as in Section 3.3.1, and it is employed to generate two-phonon contributions to the ERPA equation. The excited states indicated by dashed lines are those for which the (E)RPA equation predicts a total spectral strength $Z_{\text{res}}$ lower than 10%. The first column reports the experimental results.
Table 4.2: Excitation energy and total spectral strengths obtained for the principal solutions of RPA and ERPA equations. A dressed propagator has been employed.

Nevertheless it is clear that the DRPA do not completely solve the problem of $^{16}$O [26] and that other correlation effects have to be present. Two-phonon contributions properly account for configurations at the 2p2h and higher level and therefore are expected to have some relevance. Although the results obtained for the lowest excited states are not attractive enough for the case of a dressed input propagator, it must be recognized that the ERPA calculation does represent an important step forward. Indeed the coupling of ph phonons allows one to generate a set of low lying states with quantum numbers that could not be obtained in the standard (D)PRA approach. This had not been achieved before. Obviously, the missing feature in the above calculation is the ability of mixing effectively ph and two-phonons states. Once this issue can be solved, improved results will be obtained from the ERPA approach.

As mentioned above, shell-model calculations require up to $4\hbar\omega$ contributions to properly generate the spectrum of $^{16}$O. These surely involve 3p3h contributions that can be generated starting from the model space employed in the present work. Accordingly, time inversion diagrams of the type shown in Fig. 4.4 should be taken into account as well, since they properly make up for the effects of Pauli correlations at the 3p3h level [43]. Also, $4\hbar\omega$ components are seen to importance in allowing a coupling between different low energy contributions [70]. These would involve simple ph excitations in which a nucleon is brought up to states that are not included in the present work (6 major shells should be required). This suggest that an extension of the model space employed here, to include one more $p$ and sd shells, may introduce
significant contributions to the interaction between ph and two-phonon terms. This may be the origin of the lack of mixing between these states and future work should address this problem [67].

It is worth noting that other extensions of this formalism to include more than two intermediate phonons and/or to properly sum them to all orders in a Faddeev-Yakubovsky fashion do not appear to be relevant at present.
Chapter 5

Conclusions

The present theoretical description of the distribution of spectroscopic strength at low energies lacks important ingredients for a successful comparison with experimental data. One of these ingredients is a proper description of the coupling of sp motion to low-lying collective modes that are present in the system. Recent calculations for $^{16}\text{O}$ [19], for example, only include a TDA description of these collective modes. A new method has been proposed here to study the influence of pp and ph RPA correlations on the sp propagator for a system with a finite number of fermions. This method is formulated in the context of SCGF theory by evaluating the nucleon self-energy in terms of the 2p1h and 2h1p propagators. The description of the 2p1h (or 2h1p) excitations has been studied by using the Faddeev formalism, which is usually applied to solve the three-body problem. The Faddeev formalism is necessary since we consider the collective pp and ph RPA phonons as the basic building blocks to describe the 2p1h motion.

In deriving the set of Faddeev equations a formulation has been chosen which involves only a single diagonalization for the 2p1h fragments. The appearance of spurious solutions has also been discussed in some detail, showing that the inclusion of the contribution of certain diagrams is necessary to separate such spurious solutions from the physically meaningful ones. When this separation occurs, it is straightforward to project out the physical eigenstates from the Faddeev equations, thereby eliminating the spurious ones.

The computational scheme presented here employs only two-time propagators, thus leading to a tractable set of equations. At the same time the contributions of pp and ph RPA phonons have been consistently summed to all orders thereby including the physical effects that appear to be relevant for the study of the $^{16}\text{O}$ nucleus. Unlike previous calculations in which ph phonons have been included, the present formalism takes the Pauli-exchange correlations properly into account up to the 2p1h level.

This formalism has been applied to study 2h1p correlations at small missing
energies for the nucleus of $^{16}$O. The application of the Faddeev method has allowed for the first time the treatment of the coupling of ph and hh collective modes within an RPA framework and to all orders in the nucleon self-energy. At first, the effects of including RPA correlations were studied for an input IPM propagator. The resulting spectral function shows a improvement of the absolute spectroscopic factors of about 3-4%, with respect to the TDA results. This is in better agreement with experimental data than all previous calculations. Additional encouraging results are obtained in the form of low-lying positive parity fragments. Fragmentation effects were then included by recalculating the RPA phonons using the so-obtained dressed sp propagator and iterating the procedure. The results show that substantial self-consistency can be reached already after a few iterations. The inclusion of fragmentation in the phonons leads to the appearance of an additional $p_{3/2}$ fragment at low energy, in agreement with experiment. At the same time screening effects tend to raise again the spectral strength of the $p_{1/2}$ fragment. The final values for the absolute spectroscopic factors are 72.5% for the $p_{3/2}$ quasihole and 77.5% for $p_{1/2}$. Other features, like the presence of positive parity $5/2^+$ and $1/2^+$ holes at -17 MeV, cannot be obtained when the present calculations are iterated.

In general the compensation between fragmentation and RPA effects leaves the theoretical results for the spectroscopic factors about 10-15% far from the experiment [45]. This indicates that further correlations at low energy are required to achieve a complete description of the experiment.

At the same time, the dressing of nucleons in the medium is seen to be crucial in determining the fragmentation pattern itself. The calculations have further identified the important role played by the low-lying ph states of $^{16}$O. The low-lying $0^+$ appears to be at least partially responsible for the splitting of the $p_{3/2}$ strength at low energy, whereas the low-lying $3^-$ state plays a decisive role in the presence of $d_{5/2}$ strength at low energy. The results for the spectral function are therefore very sensitive to the quality of the RPA (DRPA) description of the ph spectrum. It is well known that this description is as yet unsatisfactory but key ingredients for further improvements can be identified through the Baym-Kadanoff procedure based on self-consistent propagators. We therefore conclude that the present results show that further improvement in the understanding of the low-energy fragmentation can be gained by reproducing all the lowest ph collective modes. As a first step in this direction, we have developed an extension of the RPA formalism that accounts for contributions in which two ph phonons propagate at the same time. The results for $^{16}$O show that two-phonon coupling actually reproduces a series of low-lying states.
with quantum numbers that are observed experimentally. Though, the present approximation fails to describe the proper mixing between ph and two-phonon states. Further work is needed to address this point.

The Faddeev formalism employed here allows to include specific correlations corresponding to pp and ph phonons in a natural way. Extensions to the inclusion of more complicated excitations like the extended DRPA [59] and two-phonon contributions can be obtained in a convenient way by starting from the formalism presented in Section 2.4 and Appendix B.
Appendix A

(E)RPA Formalism for Dressed Propagators

A.1 Dressed RPA Equation for the Kernel of Faddeev Equations

It is useful to give the explicit results for the DRPA approximation of the Faddeev kernels (2.40) and (2.41) as well as the normalization and closure relation satisfied by their solutions. This also allows to introduce the notation used in appendix B to discuss the Faddeev formalism. Only the pp-DRPA case is discussed here as an example. The ph-DRPA case is completely analogous.

The pp-DRPA approximation to the matrix $\tilde{\Gamma}_{\alpha\beta}^{(pp)}$ is obtained by choosing $K_{\alpha\beta,\gamma\delta}^{(pp)} = V_{\alpha\beta,\gamma\delta}$ in (2.40) and is shown in Fig. A.1. This equation is completely equivalent to (2.30) and the solutions of the two are trivially related by cutting the external legs of $g_{(D)RPA}^{II}(\omega)$. This can be easily seen by looking at both the diagrammatic form of the equations, shown in Figs. 2.7 and A.1, respectively. From these it is also evident that the following relation between $\tilde{\Gamma}_{\alpha\beta,\gamma\delta}^{(pp)}$ and $g^{II}$

$$\tilde{\Gamma}_{\alpha\beta,\gamma\delta}^{(pp)}(\omega) = V_{\alpha\beta,\gamma\delta} + \frac{1}{4} V_{\alpha\beta,\mu\nu} g_{\mu\nu,\gamma\delta}^{II}(\omega) V_{\gamma\delta,\mu\nu}, \quad (A.1)$$

is valid in the DPRA case. By substituting Eq. (2.14) into (A.1), one obtains the following Lehmann representation for $\tilde{\Gamma}_{\alpha\beta,\gamma\delta}^{(pp)}(\omega)$

$$\tilde{\Gamma}_{\mu\nu,\alpha\beta}^{(pp)}(\omega) = V_{\mu\nu,\alpha\beta} + \sum_{n} \left( \frac{\Delta_{n+}}{\omega - \varepsilon_{n+} + i\eta} \right) \frac{\Delta_{n+}}{\omega - \varepsilon_{n+} + i\eta}, \quad \text{in which } n+ (k-) \text{ label the forward-going (backward-going) contributions and the following convention has been used to represent the excitation energies and spectroscopic amplitudes, in analogy to Eqs. (2.5)}$$

$\Delta_{n+}^{A} \equiv \langle \Psi_{n+}^{A} | e_{\mu}^{+} e_{\nu} | \Psi_{0}^{A} \rangle \frac{1}{2} V_{\mu\nu,\alpha\beta},$

$\Delta_{k-}^{A} \equiv V_{\alpha\beta,\mu\nu} \frac{1}{2} \langle \Psi_{k-}^{A} | e_{\mu}^{+} e_{\nu} | \Psi_{0}^{A} \rangle$, 
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\[ \Gamma^{(p p)} = \bullet + \Gamma^{(p p)} \]

Figure A.1: DRPA equation for the \( \Gamma^{(p p)} \) matrix. No implicit time direction is assumed in this diagram.

\[
\varepsilon_{n+}^{\Gamma+} \equiv E_{n+}^{A+2} - E_0^A, \\
\varepsilon_{k-}^{\Gamma-} \equiv E_{k-}^{A} - E_{k-}^{A-2}.
\]  

(A.3)

Using the Lehmann representation (A.2) and extracting the poles \( \varepsilon_{n+}^{\Gamma+} \) (\( \varepsilon_{k-}^{\Gamma-} \)) from the DRPA equation, one obtains the usual eigenvalue problem

\[
\Delta_{\alpha\beta}^{n+/(k-)} = \Delta_{\gamma\delta}^{n+/(k-)} g_{\gamma\delta\rho\sigma}^{(0)}(\omega) \left( \frac{1}{2} V_{\epsilon\rho,\alpha\beta} \right)_{\omega_{n+}^{r+}, \varepsilon_{k-}^{r-}}.
\]  

(A.4)

which can be derived either by starting from Eq. (2.30) or from the formulation of Fig. A.1.

The normalization condition is obtained as usual by considering the term of order zero in the above expansion. To state the result, it is useful to introduce the following quantities, that appear directly in the form (B.7) of the Faddeev equations,

\[
U_{n_1,n_2}^{n+} = \frac{\mathcal{X}_\alpha^{n_1} \mathcal{X}_\beta^{n_2}}{\sqrt{2}} \left( \Delta_{\alpha\beta}^{n+} \right)^{\frac{1}{2}} \left( \varepsilon_{n_1}^{r+} - \varepsilon_{n_2}^{r+} \right),
\]  

(A.5)

\[
B_{n_1,n_2}^{k-} = \frac{\mathcal{X}_\alpha^{n_1} \mathcal{X}_\beta^{n_2}}{\sqrt{2}} \left( \varepsilon_{n_1}^{r-} - \varepsilon_{n_2}^{r-} \right),
\]  

(A.6)

\[
\gamma_{k_1,k_2}^{n+} = \frac{\left( \gamma_{\alpha}^{k_1} \gamma_{\beta}^{k_2} \right)^{\frac{1}{2}} \left( \Delta_{\alpha\beta}^{n+} \right)^{\frac{1}{2}}}{\sqrt{2}} \left( \varepsilon_{k_1}^{r+} - \varepsilon_{k_2}^{r+} \right),
\]  

(A.7)

\[
V_{k_1,k_2}^{k-} = \frac{\left( \gamma_{\alpha}^{k_1} \gamma_{\beta}^{k_2} \right)^{\frac{1}{2}} \left( \Delta_{\alpha\beta}^{k-} \right)^{\frac{1}{2}}}{\sqrt{2}} \left( \varepsilon_{k_1}^{r-} - \varepsilon_{k_2}^{r-} \right).
\]  

(A.8)
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These expressions represent the generalization to dressed propagators of the usual RPA components (the $\sqrt{2}$ has been inserted only in the pp case for convenience). In Eq. (A.5-A.8) the quantities $\mathcal{X}$ ($\mathcal{Y}$) and $\varepsilon^+_n$ ($\varepsilon^-_n$) represent the spectroscopic amplitudes and the poles of the forward-going (backward-going) part of the one-body propagator, Eqs. (2.5), while $\varepsilon^{\Gamma^{(\pm)(\pm)}}_{n_+ n_{-}}$ are the eigenvalues of the DRPA equation (A.4).

The normalization condition for the DRPA solutions, given in terms of the components (A.5-A.8), is the generalization of the normalization for the usual RPA [58] and can be put in matrix notation as

$$
\begin{bmatrix}
U^\dagger & J^\dagger \\
H^\dagger & V^\dagger
\end{bmatrix}
\begin{bmatrix}
I & -I \\
-I & I
\end{bmatrix}
\begin{bmatrix}
U & H \\
J & V
\end{bmatrix} = 
\begin{bmatrix}
I & -I \\
-I & I
\end{bmatrix},
$$

(A.9)

while the closure relations are given by

$$
\begin{bmatrix}
U & H \\
J & V
\end{bmatrix}
\begin{bmatrix}
I & -I \\
-I & I
\end{bmatrix}
\begin{bmatrix}
U^\dagger & J^\dagger \\
H^\dagger & V^\dagger
\end{bmatrix} = \frac{1}{2}
\begin{bmatrix}
I - I^{ex} & I^{ex} - I \\
I^{ex} - I & I - I^{ex}
\end{bmatrix},
$$

(A.10)

where $U$, $H$, $J$ and $V$ are the matrices containing the elements of Eqs. (A.5-A.8) and $\{n_1, n_2\}$ ($\{k_1, k_2\}$) and $\{n_{+}\}$ ($\{k_{-}\}$) label the row and column indices, respectively.

In dealing with the formalism for the Faddeev equations, it is also useful to introduce the following two matrices:

$$
T_{n_1, n_2}^{n_+} = \frac{1}{\sqrt{2}} \mathcal{X}_{n_1}^{n_1} \mathcal{X}_{n_2}^{n_2} \left(\Delta^{n_+}_{\alpha \beta}\right)^{\dagger},
$$

(A.11)

$$
W_{k_1, k_2}^{k_{-}} = \frac{1}{\sqrt{2}} \left(\mathcal{Y}_{k_1}^{k_1} \mathcal{Y}_{k_2}^{k_2}\right)^{\dagger} \Delta^{k_{-}}_{\alpha \beta},
$$

(A.12)

which are trivially related to the components (A.5) and (A.8).

The matrix elements given in Eqs. (A.5-A.8) and (A.11-A.12) correspond to the matrices $H^{(3)}$, $U^{(3)}$, and $T^{(3)}$ introduced after Eq. (B.7) for the 2p1h Faddeev expansion ($J$, $V$, and $W$ being the corresponding ones for the 2h1p expansion).

### A.2 Interaction Boxes

The $\hat{\Gamma}^{(pp)}$ matrix (2.40) obtained by solving the DRPA equation has the Lehmann representation given in Eq. (A.2). In obtaining the $\Gamma^{(3)}$ vertex given by Eq. (2.39) one needs to keep both the forward- and backward-going terms of (A.2). This implies that all three diagrams of Fig. 2.10 must be included. The main problem
encountered when working with dressed propagators is that the contribution of these three diagrams do not factorize in an expression of the form $G_0^3 \Gamma G_0^3$ when $G_0^3$ is represented by a propagator of the form

$$G_{\mu\nu, \alpha\beta, \gamma}^{3}(\omega) = \sum_{n_1, n_2, k} \frac{\left(A_{\mu}^{n_1} A_{\nu}^{n_2} Y_{k}\right)^{3}}{\omega - (\epsilon_{n_1}^{+} + \epsilon_{n_2}^{+} - \epsilon_{k}^{+}) + i\eta}, \quad (A.13)$$

This factorization cannot be made because of the implicit sums over the particle and hole excitation indices $(n, n', k)$ in Eq. (A.13). For example, the hole label $k$ cannot change in Fig. 2.10 [29, 59, 76].

This difficulty can be overcome with a slight reformulation of the problem. We no longer regard $\Gamma^{(3)}$ and $G_0^3$ only as functions of the model space indices $(\alpha, \beta, \gamma)$, but instead assign an additional dependence on the particle and hole indices. Thus promoting the $(n, n', k)$ quantum numbers to external indices, the Lehmann representation of $G_0^3$ (2.43) will contain at most one pole for every matrix element. As a consequence, all the components (2.33-2.35) appearing in the Faddeev equations have to be reformulated in the same way. The original propagators can then be retrieved at the end by summing the solutions over all the particle and hole fragments. With this procedure it becomes possible to write the sum of the three diagrams in Fig. 2.10 in terms a matrix product of two $G_0^3$ (2.43) propagators and the following vertex

$$\Gamma_{\mu \nu, \alpha \lambda, \alpha \sigma}^{(3)}(\omega) = \frac{1}{2} \sum_{\sigma} \left| Y_{\sigma}^{k}\right|^2\frac{\eta_{\lambda, \sigma, k}}{\sum_{n} \left(\Delta_{\mu \nu}^{n+}\right)^{3}} \Delta_{\lambda \gamma}^{n+}$$

$$\times \left\{ V_{\mu \nu, \alpha \beta} + \sum_{n} \frac{\left(\Delta_{\mu \nu}^{n+}\right)^{3}}{\omega - (\epsilon_{n}^{+} - \epsilon_{\lambda}^{+}) + i\eta} \right\} \right.$$  

$$+ \sum_{k} \frac{\left[ \omega - \epsilon_{n}^{+} - \epsilon_{n}^{+} - \epsilon_{n}^{+} - \epsilon_{\lambda}^{+} - \epsilon_{\sigma}^{+} + \epsilon_{k}^{+} - \epsilon_{k}^{+} \right] \Delta_{\lambda \gamma}^{k-}}{\left(\epsilon_{k}^{+} - \epsilon_{n}^{+} - \epsilon_{\lambda}^{+} - \epsilon_{\sigma}^{+}\right)} \Delta_{\lambda \gamma}^{k-} \Delta_{\gamma}^{k-} \right\}, \quad (A.14)$$

which corresponds to the expression for the pp interaction boxes (2.39). With this prescription, we are able to write an expansion that sums diagrams like those of Fig 2.10. This is achieved at the cost of an increased size of the matrices to be dealt with. After further manipulation, it is possible to avoid this complication by dropping the dependence on the model space indices $(\alpha, \beta, \gamma)$, as explained in Sec. B.1. The expressions for the ph interaction boxes $\Gamma^{(1)}$ and $\Gamma^{(2)}$ are derived in a completely analogous way.
A.3 Extended DRPA Equation with Two-phonon Contributions

In this work, the Extended DRPA calculation of Chapter 4 represents the most sophisticated approach to the Bethe-Salpeter Eqs. (4.1) and (2.40-2.41). For this reason it is helpful to give specific details on the formalism employed in solving Eq. (4.6). This will also help to complete the description of the standard DRPA outlined in Section A.1, as well as giving the details on how the 2p1h Faddeev kernels have been extended to include the solutions from ERPA.

In this appendix, we discuss the general case, where also time inversion diagrams, like the ones in Fig. 4.4, are included. Thus, the ERPA equations are given by

\[
\Pi^>(\omega) = \Pi^f \cdot \Pi^>(\omega) + \\
\Pi^f \cdot \{(V + W^>(\omega)) \Pi^>(\omega) + (V + H^{>,<}) \Pi^<\omega)\}
\]

\[
\Pi^<\omega) = \Pi^f \cdot \Pi^<\omega) + \\
\Pi^f \cdot \{(V + W^{<,>,}) \Pi^>(\omega) + (V + W^<\omega) \Pi^<\omega)\} \quad (A.15)
\]

where the time inversion kernels \(H^{>,<}\) and \(H^{<,>}\) do not depend on energy.

The separation of the propagators \(\Pi^f(\omega)\) and \(\Pi(\omega)\) into forward and backward components is a consequence of adopting the prescription of Section A.2. Indeed particle and hole external lines turn into each other by time inversion and become quantities that depend on different quantum numbers due to the introduction of fragmentation indices \{n, k\}. For this reason, Eqs. (4.3) and (4.4) are only formal relations and the arrow can be substituted by an equal sign only after having summed over all the fragments. The free polarization propagator (2.27) naturally splits in two components that are purely forward and backward-going. The relevant Lehmann representations are

\[
\Pi^f_{\alpha,\beta; m, k, \omega} = \delta_{n, n, \delta_{k, k}} \left( \frac{\mathcal{X}_{\alpha, \gamma}^m \mathcal{Y}_{\gamma, \delta}^k}{\omega - \left( \frac{\varepsilon^+_{n, \alpha} - \varepsilon^-_{k}}{i \eta} \right)} \right)
\]

\[
\equiv \frac{1}{\omega - D + i \eta} G^f \equiv \frac{1}{\omega - D + i \eta} G^f, \quad (A.16)
\]

\[
\Pi^f_{\alpha, \beta; m, k, \omega} = - \delta_{n, n, \delta_{k, k}} \left( \frac{\mathcal{Y}_{\alpha, \gamma}^m \mathcal{X}_{\gamma, \delta}^{k}}{\omega + \left( \frac{\varepsilon^+_{n, \alpha} - \varepsilon^-_{k}}{i \eta} \right)} \right)
\]
\[
\Pi^{>}_{\alpha n, \beta k, \gamma \delta} (\omega) = \sum_{n \neq 0} \left( \frac{Z^{>}_{\alpha n, \beta k}}{\omega - \varepsilon_n + i\eta} \right) Z^{n \gamma \delta}_{\gamma \delta} - \sum_{n \neq 0} \left( \frac{Z^{<}_{\beta k, \gamma \delta}}{\omega + \varepsilon_n - i\eta} \right), \tag{A.18}
\]

\[
\Pi^{<}_{\alpha n, \beta n, \gamma \delta} (\omega) = \sum_{n \neq 0} \left( \frac{Z^{<}_{\alpha n, \beta n}}{\omega - \varepsilon_n + i\eta} \right) Z^{n \gamma \delta}_{\gamma \delta} - \sum_{n \neq 0} \left( \frac{Z^{>}_{\beta n, \gamma \delta}}{\omega + \varepsilon_n - i\eta} \right), \tag{A.19}
\]

where the obvious convention (see Eq. (2.12))

\[
Z^{n \alpha \beta} \equiv \langle \Psi_{n}^{A} | e^{\dagger}_{\alpha} e_{\beta} | \Psi_{0}^{A} \rangle,
\]

\[
\varepsilon^{n}_{\gamma \delta} \equiv E_{n}^{A} - E_{0}^{A}, \tag{A.20}
\]

has been used.

In Eqs. (A.18) and (A.19) the spectroscopic amplitude splits in two contributions \(Z^{>}\) and \(Z^{<}\). These appears unchanged in both equations due to the time inversion symmetries obeyed by the ph states. In terms of the above definitions, Eq. (4.4) can be stated explicitly by applying the summation prescription of Sec. A.2

\[
Z^{>}_{\alpha \beta} = \sum_{n_{1}, k_{2}} \left[ Z^{>}_{\alpha n_{1}, \beta k_{2}} + Z^{<}_{\alpha k_{2}, \beta n_{1}} \right], \tag{A.21}
\]

\[
\Pi^{>}_{\alpha \beta, \gamma \delta} (\omega) = \sum_{n_{1}, k_{2}} \left[ \Pi^{>}_{\alpha n_{1}, \beta k_{2}, \gamma \delta} (\omega) + \Pi^{<}_{\alpha k_{2}, \beta n_{1}, \gamma \delta} (\omega) \right]. \tag{A.22}
\]

The contribution of two-phonon diagrams are

\[
W^{>}_{\alpha n_{a}, \beta k_{\beta}, \gamma \delta n_{b}} (\omega) = \sum_{n_{a}, n_{b}} \left( K^{>}_{\alpha n_{a}, \beta k_{\beta}} \right)^{*} K^{>}_{\gamma \delta n_{b}} \frac{1}{\omega - (\varepsilon_{n_{a}} + \varepsilon_{n_{b}}) + i\eta} = K^{>\dagger} \frac{1}{\omega - E + i\eta} K^{>}, \tag{A.23}
\]
\[
W_\omega^{<\alpha \gamma_{\kappa_{a},\beta_{n\beta}; \gamma_{k_{a}},\delta_{n\delta}}}(\omega) = \sum_{n, n_b} \frac{K^{< n_{a} n_{b}}}{\omega + (\varepsilon_{n_{a}} + \varepsilon_{n_{b}} - i\eta)} (K^{< n_{a} n_{b}})^* \\
= K^{< \dagger} \frac{-1}{\omega - E - i\eta} K^{<}, \tag{A.24}
\]

where \(\varepsilon_{n_{a}}\) and \(\varepsilon_{n_{b}}\) are the energies of the intermediate ph phonons.

### A.3.1 ERPA Matrix

The eigenvalue equation for the ERPA is obtained in the usual way, by substituting Eqs. (A.16) to (A.19) into (A.15) and then extracting the residues of the ph poles \(\varepsilon_{n}^{\pi}\). The result is an eigenvalue equation in terms of the vectors \(\mathcal{Z}^{>}\) and \(\mathcal{Z}^{<}\).

To linearize the problem, we introduce the following components

\[
\begin{align*}
X_{n_{a}k_{a}}^{(1)} & \equiv \frac{1}{\omega - D + i\eta} G \left\{ (V + W^{>}(\omega)) \mathcal{Z}^{>} - (V + H^{<}> \mathcal{Z}^{<} \right\}, \\
Y_{n_{a}k_{a}}^{(1)} & \equiv \frac{1}{\omega + D - i\eta} G^{*} \left\{ (V + H^{<}\mathcal{Z}^{>} - (V + W^{<}(\omega)) \mathcal{Z}^{<} \right\}, \\
X_{n_{a}k_{a}}^{(2)} & \equiv \frac{1}{\omega - E + i\eta} K^{>} \mathcal{Z}^{>}, \\
Y_{n_{a}k_{a}}^{(2)} & \equiv \frac{1}{\omega + E - i\eta} K^{<} \mathcal{Z}^{<}, \tag{A.25}
\end{align*}
\]

\(X^{(1)}\) and \(Y^{(1)}\) are related to \(\mathcal{Z}^{>}\) and \(\mathcal{Z}^{<}\) respectively by

\[
\begin{align*}
\mathcal{Z}^{>}_{n_{a}k_{a}} & = X_{n_{a}k_{a}}^{m_{a}^{1} Y_{n_{a}k_{a}}^{k_{a}}} = G^{*} X^{(1)} , \\
\mathcal{Z}^{<}_{n_{a}k_{a}} & = Y_{n_{a}k_{a}}^{m_{a}^{1} X_{n_{a}k_{a}}^{k_{a}}} = (G^{*})^{*} Y^{(1)} . \tag{A.26}
\end{align*}
\]

Eqs. (A.26) are the analogous of definitions (B.3) for the case of 2p1h Faddeev equations. In the present case, though, \(X^{(1)}\) and \(Y^{(1)}\) represent the ph amplitudes that appear in the standard RPA equations [58, 43] and must not be confused with the Faddeev amplitudes of Section B.1.1. Similarly \(X^{(2)}\) and \(Y^{(2)}\) are the 2p2h amplitudes introduced by the ERPA approach.

After some algebra, Eqs. (A.25) and (A.26) can be put in the form of a linear eigenvalue equation

\[
\omega \begin{pmatrix} X^{(1)} \\ X^{(2)} \\ Y^{(1)} \\ Y^{(2)} \end{pmatrix} = M \begin{pmatrix} X^{(1)} \\ X^{(2)} \\ Y^{(1)} \\ Y^{(2)} \end{pmatrix} , \tag{A.27}
\]
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where the matrix $M$ is defined as

$$
M = \begin{bmatrix}
G V G^\dagger + D & G K^{>\dagger} & G [V + H^{>\lessgtr}] G^\dagger \\
K^{>\dagger} (G^*)^\dagger & E & -G^* V (G^*)^\dagger - D \\
-G^* [V + H^{<\lessgtr}] G^\dagger & -G^* K^{<\dagger} (G^*)^\dagger & -E \\
\end{bmatrix}.
$$

(A.28)

The off diagonal 2×2 blocks in Eq. (A.28) describe diagrams in which the time direction of propagation is inverted. In the present case the only nonvanishing elements are the ones that involve the inversion of a single ph into a hp one, or vice versa. These correspond to the first-order term $V$, which represents the kernel of the bare RPA, and to possible contributions from more complex diagrams, $H^{>\lessgtr}$ and $H^{<\lessgtr}$. The last diagram of Fig. 4.4 is an example of the latter. Of course, time inversion diagrams that involve incoming and/or outgoing two-phonons contributions could be considered and included in the ERPA equations (A.15). Their contribution would then fill the empty spaces in Eq. (A.28). The calculations of Chapter 4 are aimed to explore the relevance of the coupling between two phonons to the presence of previously unexplained levels. These contributions were summed in a Tamm-Dancoff fashion and therefore no time inversion diagram was considered other than the traditional RPA one (the $H^{>\lessgtr}$ and $H^{<\lessgtr}$ were neglected as well).

It must be noted that if the terms involving the matrix $G K^\dagger$ are discarded in Eq. (A.28), the components $X^{(1)}$ and $Y^{(1)}$ decouple from $X^{(2)}$ and $Y^{(2)}$. In this case, Eqs. (A.15) reduce to the ph-DRPA one (2.28) and the matrix (A.28) would take the form of the standard RPA matrix [58]. Finally, by neglecting all the off-diagonal and time inversion contributions (i.e. also the term in $V$), one is left with the Dressed TDA equations.

The normalization condition is derived in the usual way, by extracting the contribution of order zero of the expansion around a pole and by employing the conjugate equation. One eventually obtains [43]

$$
\sum_{i=1,2} \left( X^{(i)^\dagger} X^{(i)} - Y^{(i)^\dagger} Y^{(i)} \right) = 1,
$$

(A.29)

where the inner product of the vectors $X^{(i)}$ and $Y^{(i)}$ is implied.

When the standard (D)RPA is used, as in Chapter 3, only solutions for the components $X^{(1)}$ and $Y^{(1)}$ are obtained. In this case the number of solutions is the same as the number of ph fragments that appear in Eq. (A.28). With the choice of the Faddeev kernel depicted in Section A.2, the matrix elements that appear in
Eq. (B.7) are simply related to amplitudes that diagonalize the DRPA equation

\[ U_{n_1 k_2}^{n_\pi} = X^{(1)}_{n_1 k_2}, \quad (A.30) \]
\[ J_{k_1 n_2}^{n_\pi} = - Y^{(1)}_{k_1 n_2}, \quad (A.31) \]
\[ H_{n_1 k_2}^{n_\pi} = \left( Y^{(1)}_{k_2 n_1} \right)^*, \quad (A.32) \]
\[ V_{k_1 n_2}^{n_\pi} = - \left( X^{(1)}_{n_2 k_1} \right)^*, \quad (A.33) \]

which are analogous to Eqs. (A.5-A.8) for the pp(hh) case\(^1\). When the ERPA equations are solved, the situation is more complex since also two-phonon amplitudes enter Eq. (A.27) and a number of solutions bigger than the total number of ph fragments is found. One must, therefore, extend the row indices of Eqs. (A.30-A.33) to include the components \(X^{(2)}\) and \(Y^{(2)}\) as well. Then Eq. (A.29) becomes a special case of the ortho-normalization relation (A.9), which is valid again. From the latter one can derive the closure relation, analogous to Eq. (A.10). It worth noting that the components (A.30-A.33) can also be employed as a starting point to embed the solutions for ERPA phonons into the Faddeev formalism for Sec. 2.4 and Appendix B.

A.3.2 Matrix Elements for ph ERPA

In the following we give the explicit expression for the matrix elements of Eq. (A.28). The contributions originating from the standard (D)RPA equation are

\[
\left( GV G^\dagger + D \right)_{n_1 k_2 n_3 k_4} = \lambda_{\alpha}^{n_1} \gamma_{\beta}^{k_2} V_{\alpha,\beta \mu} \left( \lambda_{\mu}^{n_3} \gamma_{\nu}^{k_4} \right)^*,
\]
\[
\left( G^* V (G^*)^\dagger + D \right)_{k_1 n_2 n_3 k_4} = \left( \gamma_{\alpha}^{k_1} \gamma_{\beta}^{n_2} \right)^* V_{\alpha,\beta \mu} \gamma_{\mu}^{n_3} \lambda_{\nu}^{k_4},
\]
\[
\left( G^* V G^\dagger \right)_{k_1 n_2 k_3 k_4} = \left( \gamma_{\alpha}^{k_1} \gamma_{\beta}^{n_2} \right)^* V_{\alpha,\beta \mu} \lambda_{\mu}^{n_3} \gamma_{\nu}^{k_4} \lambda_{\nu}^{k_4},
\]
\[
\left( GV (G^*)^\dagger \right)_{n_1 k_2 n_3 k_4} = \lambda_{\alpha}^{n_1} \gamma_{\beta}^{k_2} V_{\alpha,\beta \mu} \gamma_{\mu}^{k_3} \lambda_{\nu}^{n_4} = \lambda_{\alpha}^{n_1} \gamma_{\beta}^{k_2} V_{\alpha,\beta \mu} \left\{ \gamma_{\mu}^{k_3} \lambda_{\nu}^{n_4} \right\}^* = \left\{ G^* V G^\dagger \right\}_{n_3 k_4 k_2 n_1}^* .
\]

\(^1\)Here, \( \{n_1, k_2\} \) and \( \{n_\pi\} \) label row and column indices, respectively
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with the relevant unperturbed ph energies

\[ D_{n_1 k_2} = \text{diag}\{ \varepsilon_{n_1}^+, \varepsilon_{k_2}^- \} . \] (A.34)

The interaction between two-phonon intermediate states and the ph ones is given by

\[
\left( K^\triangleright G^\dagger \right)_{n_a^\pi n_b^\sigma, n_1 k_2} = \frac{1}{2} \left\{ \left[ \left( X^{(1)} n_a^\pi X^{(1)} n_b^\sigma \right) \right]^* \left[ \mathcal{A}_{\mu \nu}^m \left( \mathcal{Y}^{k_2} \right) \right]^* - \left( X^{(1)} n_a^\pi X^{(1)} n_b^\sigma \right) \left[ \mathcal{A}_{\mu \nu}^m \left( \mathcal{Y}^{k_2} \right) \right] \right\}
\]

where \( n_a^\pi \) and \( n_b^\sigma \) are the quantum numbers of the two phonons that form the intermediate state. The quantities \( X^{(1)} \) are the forward-going amplitudes of the intermediate phonons (A.25) or (A.26) and are obtained from the previous solution of the polarization propagator. Note that \( K^\triangleright G^\dagger \) is symmetric under the exchange of the two indices \( n_a^\pi \) and \( n_b^\sigma \), as required by the boson character of the ph phonons.

Due to the time inversion property of npnh states, the corresponding contribution for backward-going propagation is simply related to above one:

\[
\left( K^\triangleleft G'^\dagger \right)_{n_a^\pi n_b^\sigma, k_1 n_2} = \left\{ \left( K^\triangleright G^\dagger \right)_{n_a^\pi n_b^\sigma, n_1 k_2} \right\}^* . \quad (A.35)
\]

Finally, the two-phonon unperturbed energies are given by

\[
E_{n_a^\pi n_b^\sigma} = \text{diag}\{ \varepsilon_{n_a}^\pi + \varepsilon_{n_b}^\pi \} . \quad (A.36)
\]
Appendix B

Details of the Faddeev Formalism

The quantities entering the Faddeev equations (2.42) depend on a large number of indices. Expressed in this form, the dimension of the problem can become excessively large even for a small model space. Thus, some further manipulations are needed to achieve a practical solution. The difficulty can be overcome by introducing a new set of spectroscopic amplitudes which depend only on the indices labeling the particle and hole fragments \((n, n', k)\) [77, 51]. Thereby the problem is reexpressed by changing from the basis of sp states \(\{\alpha\}\), used in definitions (2.22) and (2.33-2.35), to a new formulation constructed in terms of the fragments labeled by \(\{n, k\}\). This procedure also allows to rewrite the eigenvalue and normalization conditions corresponding to Eqs. (2.42) in a more concise way. As long as the interaction elements \(V_{\alpha\beta\gamma\delta}\) are energy independent, all the solutions can then be obtained through a single diagonalization.

A second complication is the existence of spurious solutions. The Faddeev formalism introduces three different components that live in the same Hilbert space of the complete propagator (2.36) or (B.2). By solving a set of three coupled equations, one can in principle generate a larger number of solutions. Therefore, it is not surprising that about 2/3 of the eigenvalues of Eqs. (2.42) have no physical meaning.

Sections B.1 and B.2 describe the above manipulations and use the results to discuss the properties of spurious solutions. Following the choice of Section 2.4, only the 2p1h propagator will be discussed. The 2h1p case is analogous. This new formulation does not introduce any further approximation. Nevertheless, since it appears relevant for a practical solution of the problem it will be described in the following. Section B.3 gives some details of the practical implementation.
B.1 Solution of Faddeev Equations

B.1.1 Faddeev Amplitudes

The Lehmann representation of the Faddeev components \( R_{\mu_\nu\mu_\nu, \lambda \lambda', \alpha \alpha', \beta \beta'}^{(i)} \), contains all the poles \( \varepsilon_{m}^{F_d} \) of the 2p1h propagator, each with its own residue. One obtains for these components

\[
R_{\mu_\nu\mu_\nu, \lambda \lambda', \alpha \alpha', \beta \beta'}^{(i)}(\omega) = \sum_{m} \left( \frac{\beta_{\mu_\nu\mu_\nu, \lambda \lambda', \alpha \alpha', \beta \beta'}^{(i),m}}{\omega - \varepsilon_{m}^{F_d} + i\eta} \right) + R_{\text{free}}^{(i)}(\omega) ,
\]

where the superscript \( m \) labels the solutions of Faddeev equations. In Eq. (B.1), \( R_{\text{free}}^{(i)} \) represent components containing the same poles as \( G^{\alpha\gamma} \) (2.43). The sum of these terms cancels exactly the contribution of the three freely propagating lines in Eq. (2.36), leaving in the Lehmann representation of the Faddeev propagator only those poles \( \varepsilon_{m}^{F_d} \), that correspond to correlated 2p1h states [60, 37]. This is most easily demonstrated by applying the DRPA equations to both sides of Eq. (2.42).

The vectors \( \beta_{\mu_\nu\mu_\nu, \lambda \lambda', \alpha \alpha', \beta \beta'}^{(i),m} \) represent the amplitudes of the three Faddeev components and sum up to the residues of the full propagator

\[
b_{\alpha \alpha', \beta \beta'}^{m, \lambda \gamma} = \sum_{i=1,2,3} \beta_{\mu_\nu\mu_\nu, \lambda \lambda', \alpha \alpha', \beta \beta'}^{(i),m} .
\]

We now define new Faddeev amplitudes \( x_{n_1 n_2 k}^{(i),m} \) which are related to the \( \beta^{(i)} \)'s in such a way that [77]

\[
\beta_{\alpha n_1 \beta n_2 \gamma k}^{(i),m} = \lambda_{\alpha}^{n_1} \lambda_{\beta}^{n_2} \chi_{\gamma}^{k} x_{n_1 n_2 k}^{(i),m} ,
\]

where no summation is performed over the particle and hole indices \( n_1, n_2 \) and \( k \). We also introduce the notation for the spectroscopic amplitude, analogous to Eq. (B.2)

\[
x_{n_1 n_2 k}^{m} = \sum_{i=1,2,3} x_{n_1 n_2 k}^{(i),m} .
\]

In general, \( x_{n_1 n_2 k} \) and the components \( x_{n_1 n_2 k}^{(i)} \) define four vectors \( \mathbf{x} \) and \( \mathbf{x}^{(i)} \) all belonging to the same linear space. It is useful to split up the latter in two spaces \( V_A \) and \( V_S \) containing all the vectors that are antisymmetric and symmetric with respect to the exchange of the two particle indices \( n_1 \) and \( n_2 \), respectively. Thus,

\[
\mathbf{x} , \mathbf{x}^{(i)} \in V_A \otimes V_S .
\]
We also define a vector \( \mathbf{X} \) containing all the three components

\[
\mathbf{X} = \begin{pmatrix} x^{(1)} \\ x^{(2)} \\ x^{(3)} \end{pmatrix} \in V_A^3 \otimes V_S^3. \tag{B.6}
\]

Here and in the following, we use the convention to denote vectors with lower case boldface and operators (matrices) with plain capital letters belonging to the space \( V_A \otimes V_S \). Both vectors and matrices in the space \( V_A^3 \otimes V_S^3 \) are denoted by capital boldface letters. We will also use \( I \) for the identity matrix in the \( V_A \otimes V_S \) space and the superscript \( ex \) to indicate the vectors obtained by exchanging the two particle indices (thus, \( I^{ex} \) is the operator exchanging \( n_1 \) and \( n_2 \) in Eqs. (B.3) and (B.4) ).

### B.1.2 Faddeev Hamiltonian

The eigenvalue equation for the Faddeev expansion can be obtained by substituting the Lehmann representation (B.1) into Eqs. (2.42) and extracting the residues \( \varepsilon_m^{Fd} \) of the poles. After some algebra, one obtains the following set of equations in terms of the \( x^{(i)} \) vectors

\[
x^{(i)} = \left[ H^{(i)} H^{(i)\dagger} + U^{(i)} \frac{1}{\omega - D^{(i)}} T^{(i)\dagger} \right] \left( x^{(j)} + x^{(k)} \right) \quad i = 1, 2, 3. \tag{B.7}
\]

In Eq. (B.7), the components of the matrices \( H^{(i)}, U^{(i)} \) and \( T^{(i)} \) are related to the spectroscopic amplitudes of the DRPA propagators, as explained in Appendix A.1. The \( D^{(i)} \)'s are diagonal matrices containing the eigenvalues of the corresponding DRPA, coupled to the corresponding particle or hole pole of the freely propagating line.

One can now define block-diagonal matrices \( \mathbf{H}, \mathbf{D}, \) etc... which contain on the diagonal the matrices \( H^{(i)}, D^{(i)}, \) etc. These matrices act on the vectors \( \mathbf{X} \) defined in (B.6). Using this notation one combines Eqs. (B.7) as follows

\[
\mathbf{X} = \left[ \mathbf{H} \mathbf{H}^\dagger + \mathbf{U} \frac{1}{\omega - \mathbf{D}} \mathbf{T}^\dagger \right] \mathbf{M} \mathbf{X}, \tag{B.8}
\]

where we have also introduced the matrix

\[
\mathbf{M} = \begin{bmatrix} I & I \\ I & I \end{bmatrix}. \tag{B.9}
\]

that takes into account the proper mixing between the Faddeev components.
By introducing the vector

$$ \mathbf{Y} = \frac{1}{\omega - \mathbf{D}} \mathbf{T}^\dagger \mathbf{M} \mathbf{X} $$

(B.10)

(which appears in Eq. (B.8) ) and remembering that \( \mathbf{D} \) is a diagonal matrix, it is possible to manipulate Eq. (B.8) into the usual form of an eigenvalue equation

$$ \omega \mathbf{X} = \mathbf{F} \mathbf{X} $$

(B.11)

where we have introduced the Faddeev Hamiltonian \( \mathbf{F} \) [42], which is given by

$$ \mathbf{F} = \left[ \mathbf{I} - \mathbf{H} \mathbf{H}^\dagger \mathbf{M} \right]^{-1} \mathbf{U} \left\{ \mathbf{T} \mathbf{M} + \mathbf{D}(\mathbf{U}^{-1}) \left[ \mathbf{I} - \mathbf{H} \mathbf{H}^\dagger \mathbf{M} \right] \right\}. $$

(B.12)

The form (B.11) of the Faddeev eigenvalue equations is useful, since it reduces the problem to the diagonalization of a single (non-hermitian) Hamiltonian.

The Hamiltonian \( \mathbf{F} \) can still correspond to a large matrix requiring a large amount of CPU time to diagonalize. As will be explained later in Sec. B.2, about 2/3 of its solutions are trivial and without physical meaning. Thus, it is not necessary to diagonalize the full Faddeev Hamiltonian (B.12) but one can project it onto the space of physical solutions.

### B.1.3 Symmetry Requirements and Normalization Conditions

As a consequence of the Pauli exclusion principle, the spectroscopic amplitudes for the 2p1h motion have to be antisymmetric with respect to the exchange of the two particle indices. This statement applies to the full spectroscopic amplitudes (B.2) and (B.4) but not to the single Faddeev components, which have more complicated exchange properties. To exhibit the correct symmetry requirements for the Faddeev components, it is useful to introduce the following exchange operator, which works on the space (B.6) of the three \( \mathbf{x}^{(i)} \) components:

$$ \mathbf{P} = \begin{bmatrix} \mathbf{I} & \mathbf{I}^{ex} \\ \mathbf{I}^{ex} & \mathbf{I}^{ex} \end{bmatrix}. $$

(B.13)

The form of matrix (B.13) takes into account that the component \( x^{(1)} \) has to change into \( x^{(2)} \) when the first two legs (i.e. the two particles) are exchanged. Since \( \mathbf{P} \) satisfies the property \( \mathbf{P}^2 = \mathbf{P} \), it has only eigenvalues +1 and −1 and the respective
eigenvectors are of the form
\[
\begin{pmatrix} x_a \\ -I^{ex} x_a \\ x_b - I^{ex} x_b \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} x_a \\ +I^{ex} x_a \\ x_b + I^{ex} x_b \end{pmatrix},
\]
(B.14)
in which \(x_a\) and \(x_b\) are any two vectors. One easily recognizes that the three Faddeev components of \(X_{-1}\) and \(X_{+1}\) give rise to antisymmetric and symmetric spectroscopic amplitudes, respectively, when they are inserted in Eq. (B.4).

Using the symmetry properties of the interaction boxes (2.38) and (2.39) and the definition of \(M\) (B.9), one can show that \(P\) commutes with the matrix multiplying \(X\) in Eq. (B.8) and therefore with the Faddeev hamiltonian (B.12). Thus, \(P\) and \(F\) must have a common set of eigenvalues. The relevant eigenvectors in the present case correspond to those of type \(X_{-1}\), as required by the Fermi-Dirac statistics.

The normalization condition is derived as usual by considering the Lehmann representation (B.1) for the components \(P^{(i)}_{\mu\alpha\lambda\beta\gamma}(\omega)\) [55, 56]. One can expand around a given pole \(\varepsilon_{m}^{F}\) and consider terms to order zero and then make use of the conjugate of the eigenvalue equation (B.7). The result is a condition for the \(X^{(i)}\)'s which only allows proper normalization for the antisymmetric component. These antisymmetric solutions \(X_{-1}\) satisfy the following condition
\[
x^{(i)}x - \sum_{i=1,2,3} y^{(i)}y^{(i)} = 2,
\]
where \(x\) is the spectroscopic amplitude appearing in Eq. (B.4) and the factor of 2 appears because a sum over all indices of \(x_{ni,nj}^{m}\) (B.3) is implied, which also includes the exchange terms. Eq. (B.15) differs from the usual normalization of a wave function due to the subtraction of the additional terms
\[
y^{(i)} = \left[ \mathcal{P}^{(i)}H^{(i)} + J^{(i)} \frac{1}{\omega - D^{(i)}}T^{(i)} \right] \left( x^{(j)} + x^{(k)} \right) \quad i = 1, 2, 3.
\]
(B.16)
These contributions correspond to the diagrams shown in Fig. 2.11 which have been discarded in the present expansion.

### B.2 Spurious Solutions

The Faddeev formalism is based on the introduction of different components \(x^{(i)}\), which belong to the same linear space of the total spectroscopic amplitude \(x\) (B.5). These components are the solutions of the Faddeev-eigenvalue equation (B.11),
which is formulated in a larger space in terms of the vectors $X$ containing all three $x^{(i)}$. Only one third of the solutions in this larger space have physical meaning while the others have to be discarded. This separation becomes more clear if one looks at how the final solution is obtained in terms of the single components, Eq. (B.2) or (B.4): one may obtain a set of components $x^{(i)}$ that solve the Faddeev equations but that generates a vanishing spectroscopic amplitude $x = x^{(1)} + x^{(2)} + x^{(3)} = 0$. Obviously such solutions don’t have physical meaning. Relevant details for treating this issue are discussed below.

### B.2.1 Nature and Form of Spurious Solutions

The antisymmetric solutions of the Faddeev equations $X_{-1}$ are determined from two independent vectors $x_a$ and $x_b$ as shown in Eq. (B.14). In particular, one has to specify both the symmetric and antisymmetric parts of the first vector ($x_a$) and only the antisymmetric part of the second ($x_b$). These solutions therefore belong to the space

$$V_F \equiv V_A \otimes V_A \otimes V_S . \quad \text{(B.17)}$$

The complete spectroscopic amplitudes $x$ must also be antisymmetric under the exchange of the two particle indices, so they belong to $V_A$. Thus, Eq. (B.4) must be regarded as a projection from $V_F$ to the smaller space $V_A$ and therefore must have a nonvanishing kernel. We denote this kernel by $V_{Sp}$ and refer to its vectors as *spurious states*, $Y_{Sp}$. Although these states satisfy the Pauli requirements, they don’t yield any contribution to the full 2p1h propagator and have by themselves no physical meaning. We also consider the space $V_{Ph}$, which is orthogonal to the kernel $V_{Sp}$ and contains the antisymmetric states $Y_{Ph}$ which generate nonvanishing spectroscopic amplitudes $x$. The vectors belonging to $V_{Ph}$ produce contributions to the 2p1h propagator and therefore in the following they will be referred as *physical states*.

Thus, the set of solutions $X_{-1}$ (B.14) which satisfy the Pauli requirements can be divided in two subsets of physical $V_{Ph}$ and spurious states $V_{Sp}$. Explicit orthogonal basis sets for these two spaces are given by

$$Y_{Ph} = \begin{pmatrix} u - u^{ex} \\ u - u^{ex} \\ u - u^{ex} \end{pmatrix} \in V_{Ph} \quad \text{and} \quad Y_{Sp} = \begin{pmatrix} -u \\ +u^{ex} \\ u - u^{ex} \end{pmatrix} \in V_{Sp} . \quad \text{(B.18)}$$

where the $u$ represent unit vectors which belong to the space (B.5). Their com-
nents are given by

$$u_{n_{1}n_{2}k} = \delta_{n_{1},n'}\delta_{n_{2},n''}\delta_{k,k'}$$

(B.19)

with \(n', n''\) and \(k'\) fixed fragmentation indices which label all the possible \(u\). The vectors \(u^{ex} = J^{ex} u\) are given by the exchange of the two particle indices \(n_{1}\) and \(n_{2}\). The physical states \(Y_{Ph}\) are characterized by the fact that they do not produce vanishing spectroscopic amplitudes while the spurious states \(Y_{Sp}\) do. Thus \(V_{Sp}\) completely represents the kernel of Eq. (B.4).

It is clear from Eq. (B.18) that the \(Y_{Ph}\) states span a space equivalent to the space of antisymmetric vectors \(x\) (B.4), thus \(V_{Ph} \equiv V_{A}\). Analogously, the \(Y_{Sp}\) states depend on both the symmetric and the antisymmetric parts of the \(u\) vectors, which implies \(V_{Sp} \equiv V_{A} \otimes V_{S}\). Therefore, the vectors (B.18) form a basis for the full antisymmetric Faddeev space \(V_{F}\) (B.17).

**B.2.2 Spurious Eigenstates vs. Faddeev Kernel**

In general, the physical and spurious states (B.18) defined here are not solutions of the Faddeev equations (B.11), they simply define a basis over which these solutions can be expanded. Nevertheless, for both the normal three-body Faddeev equations and the expansion proposed in this thesis, it can be seen that the spurious states \(Y_{Sp}\) (and only those) diagonalize the Faddeev hamiltonian. The eigenvalues correspond to the poles of the three freely propagating lines \(\omega = \epsilon_{n'}^{+} + \epsilon_{n''}^{+} - \epsilon_{k}^{-}\) (2.43). This feature serves as a sum rule on the solutions of the Faddeev equations and (unlike the case of 3-body systems) is not always satisfied when applying the formalism to particle and hole excitations. Instead this property depends on the diagrams included in the expansion and a proper set of diagrams needs to be employed in order to apply the Faddeev formalism. For the particular Faddeev expansion described here, this constraint is achieved by including the backward-going terms of DRPA phonons in the \(\Gamma^{(i)}\) matrices and by using the closure relations (A.10), which turn out to play an important role. This result is important enough to outline its proof in the following. This also clarifies the relationship between the correct behavior of the spurious solutions and the backward-going DRPA diagrams.

*The states \(Y_{Sp}\), defined in (B.18), actually represent a set of spurious solutions of the Faddeev Eqs. (2.42) and (B.7). Proof: consider a spurious state \(\tilde{Y}_{Sp}\) of the form (B.18), with \(\tilde{u}\) given by Eq. (B.19) and eigenvalue \(\tilde{\omega}\). We now observe that the matrices \(U\) (A.5) and \(T\) (A.11) differ from each other only by an energy.*
denominator. In particular, we have

\[-\frac{1}{\tilde{\omega} - D} \mathbf{T} \rightarrow U, \quad (B.20)\]

where \( U, \mathbf{T} \) and \( D \) are defined in Sec. B.1.1. If the eigenvalue is given by \( \tilde{\omega} = \varepsilon_{n'}^+ + \varepsilon_{n''}^- - \varepsilon_k^- \), the equivalence of the left- and right-hand side holds only for the matrix elements having the same indices \((n', n'', k')\). Indeed, only in that case the denominator \( \tilde{\omega} - D \) will be equal to the one in Eq. (A.5). On the other hand, we see from Eq. (B.19) that the components of \( \tilde{u} \) are nonzero only for the same indices. This allows the substitution of the \( \rightarrow \) in Eq. (B.20) by an equal sign when acting on the vector \( \mathbf{Y}_{sp} \). Substituting Eq. (B.20) into Eq. (B.8) and using the closure relations of the DRPA, we obtain the equation

\[ \mathbf{Y}_{sp} = -M \mathbf{Y}_{sp}, \quad (B.21) \]

which is valid only for the specific state \( \mathbf{Y}_{sp} \), labeled by the indices \((n', n'', k')\). The last equation is satisfied for a spurious states of the form (B.18) but not for the corresponding physical states \( \mathbf{Y}_{ph} \). Thus, we have obtained a set of spurious solutions of the Faddeev equations which form an orthogonal basis of \( V_{sp} \).

In this proof, we note that the closure relation (A.10) can be applied to derive Eq. (B.21) because of the presence of the backward-going term \( \mathbf{H}^\dagger \mathbf{H} \) in Eq. (B.8), which comes directly from the last diagram of Fig. 2.10.

**B.2.3 Physical Solutions**

In general the solutions of the Faddeev eigenvalue equation (B.11) do not automatically separate into the physical and spurious states defined below Eq. (B.17). Nevertheless, we have just shown that the states of \( V_{sp} \) are proper eigenstates of the Faddeev hamiltonian for the expansion presented in this thesis. This feature always occurs for the three-body problem but is not guaranteed when working with quasiparticle and quasihole excitations unless a proper set of diagrams is considered. When this condition is satisfied, there exists a set of spurious solutions of the Faddeev equation (B.11) which spans the space \( V_{sp} \) completely. The projection of the Faddeev hamiltonian (B.12) onto the physical and spurious subspaces \( V_{ph} \) and \( V_{sp} \) then takes the form

\[
\mathbf{F} = \begin{bmatrix}
\langle Ph | \mathbf{F} | Ph \rangle & 0 \\
\langle Sp | \mathbf{F} | Ph \rangle & \langle Sp | \mathbf{F} | Sp \rangle
\end{bmatrix}.
\quad (B.22)
\]
It should be noted that the physical states $Y_{Ph}$, belonging to $V_{Ph}$, differ from the spurious ones $Y_{Sp}$ ($\in V_{Sp}$) not only because they give rise to physically meaningful spectroscopic amplitudes but also because they are not solutions of the Faddeev equations (B.11). In general, a physically meaningful eigenvector of (B.22), $X_{\text{physical}}$, is a mixture of states belonging to both $V_{Ph}$ and $V_{Sp}$, due to the mixing term $\langle Sp|F|Ph \rangle$. Thus,

$$X_{\text{physical}} = c_1 Y_{Ph} + c_2 Y_{Sp},$$

(B.23)

with $c_1$ and $c_2$ some constants. In other words, a spurious component $Y_{Sp}$ is also generated which will be automatically projected out when computing the spectroscopic amplitude $x$ (B.5).

It is important to recognize that such spurious contributions are indeed needed since they account for the differences of the three Faddeev components (B.3). The relation between the usual Faddeev components for a given physical or spurious state can be inferred from the basis sets (B.18). There it is shown that all the Faddeev components $x^{(i)}$ of a state $Y_{Ph}$ or $Y_{Sp}$ are equal, up to a sign. As a consequence, if a general solution is a pure physical state $Y_{Ph}$, all its Faddeev components cannot differ from each other in a significant way. Having a mixing between physical and spurious states allows the possibility of obtaining two independent Faddeev components. This result corresponds to the physical ingredients of the calculations which (in this thesis) involve identical $p$-$h$ phonons for the components $x^{(1)}$ and $x^{(2)}$ but a $p$-$p$ phonon for $x^{(3)}$.

When all the Faddeev components are summed to generate the full $x$ in (B.4), the contribution of the spurious states cancels out. Thus, for any nonspurious solution of the Faddeev equations, only the contribution from physical states $Y_{Ph}$ is needed to determine the 2p1h propagator. By looking at Eq. (B.22), it is easy to see that these contributions can be directly obtained by diagonalizing the upper-left block

$$\omega_m Y_{Ph}^m = \langle Ph|F|Ph \rangle Y_{Ph}^m,$$

(B.24)

where $m$ is used to label the solutions. The solutions of Eq. (B.24) are sufficient to determine the 2p1h propagator. For some applications one may need the individual components $x^{(i)}$. In that case, the contribution from spurious states $Y_{Sp}$ can be determined by solving the remaining part of the Faddeev equations

$$\omega_m Y_{Sp}^m = \langle Sp|F|Ph \rangle Y_{Ph}^m + \langle Sp|F|Sp \rangle Y_{Sp}^m.$$

(B.25)

We note that if the upper-right block of Eq. (B.22) is not zero, a mixing between the $Y_{Ph}$ and $Y_{Sp}$ states occurs for all the eigenstates of the Faddeev hamiltonian.
In this situation, the spurious eigenvalues will differ from the unperturbed energies and all of the solutions of the Faddeev equations will contain a component $Y_{P_h}$. The Faddeev formalism would therefore become useless, since it would no longer be possible to discern between “good” and “bad” solutions. We have shown how the correct behavior of spurious solutions is related to the presence of backward-going contributions of the DRPA $\Gamma$-matrices (see Fig. 2.10). In case these diagrams are neglected, the spurious states $Y_{sp}$ no longer diagonalize the Faddeev Hamiltonian. Such diagrams may give a small contribution to the description of low-lying states but they are essential to make the whole formalism presented here completely consistent. As a general rule, when deriving expansions based on the Faddeev equations, it should be kept in mind that not all possible sets of diagrams can be effectively summed to all orders. Instead, one must first check the consistency of the set of diagrams with respect to the behavior of spurious solutions.

B.3 Notes on Numerical Calculations

In the practical application to the nucleus of $^{16}$O, the set of physical states $V_{P_h}$ had different dimensions for each separate $sp$ channel of the Dyson equation. The maximum number of $sp$ states turned out to be about 3,000. The dimension of the corresponding Faddeev Hamiltonian $F$ (B.12) was therefore $\sim 9,000$, before projection on the subspace $V_{P_h}$. Some complications also arise from the fact that $F$ is not (in general) Hermitian and that we are looking for a full diagonalization of Eq. (B.24), in order to generate the total occupation number for fragments at intermediate missing energies.

From a numerical point of view, the main issue consists in evaluating the Faddeev Hamiltonian $F$ and all the matrix elements of its projection $\langle P_h | F | P_h \rangle$. Eq. (B.12) can be rewritten has

$$ F = A^{-1} B, $$

(B.26)

where

$$ A \equiv [I - HH^T M] \quad \text{and} \quad B \equiv U \left[ TM + D(U^{-1})A \right]. $$

(B.27)

The matrices $U$ and $H$ are block diagonal in both the 3-dimensional space of Faddeev components and in each channel of the corresponding $ph$ and $pp$ DRPA equations (see Eq. (2.30)). In the present application, every block had dimension of at most 100 states (after performing the angular momenta reduction) and therefore it could be easily inverted numerically. As a consequence, $B$ can be evaluated algebraically in terms of the inverse of each block in $U$. 
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More complicated is the issue of inverting the matrix $A$. Using the conventions introduced after Eq. (B.6) one finds

$$
A = \begin{bmatrix}
I & -H^{(1)} H^{(1)\dagger} & -H^{(1)} H^{(1)\dagger} \\
-H^{(2)} H^{(2)\dagger} & I & -H^{(2)} H^{(2)\dagger} \\
-H^{(3)} H^{(3)\dagger} & -H^{(3)} H^{(3)\dagger} & I
\end{bmatrix}
$$

(B.28)

which is no longer block diagonal, due to the Faddeev mixing between ph and pp channels. Still one may notice that the 2×2 block in the upper left corner and the 1×1 block in the lower right refer to separately to ph and pp channels. After performing angular momenta coupling and projecting on the spaces of spurious and physical states, one finds that these two blocks can be expressed in block diagonal form as well. Thus, they can be inverted separately in a mixed algebraic-numerical way, with a negligible expense of computer time. In the present work, the inverse of the full matrix $A$ was obtained inverting the 2×2 ph block and then applying a partitioning technique [78]. This procedure still requires a certain amount of computer time but avoids the inversion of the complete 9,000×9,000 matrix (B.28). The main amount of CPU time was therefore spent on the direct diagonalization of Eq. (B.24).

The closure relation for the RPA equations (A.10) gives a relation between the contribution from $U$ and $H$. Schematically (i.e. apart from symmetry factors and exchange contributions) one has $-H^{(i)} H^{(i)\dagger} = I - U^{(i)} U^{(i)\dagger}$, where the $U^{(i)}$’s refer to the main contributions to the Faddeev kernel and the matrices $H^{(i)}$ represent the contribution to “Z-diagrams” like the last one of Fig. 2.10. As discussed in the previous section, the latter have been included mainly to guarantee the correct behavior of spurious solutions. Here we see that, by applying the RPA closure relations, one can reexpress the whole Faddeev Hamiltonian only in terms of the $U^{(i)}$ contributions. The effects needed to fix the behavior of spurious solution are effectively accounted for due to the fact that the $U^{(i)}$’s are not unitary. Obviously, as long as ph and pp (D)RPA phonons are employed to construct the Faddeev kernel, the two approaches are completely equivalent.

When one goes beyond the DRPA scheme, as was attempted in Chapter 4, it is not clear which set of Feynman diagrams should be employed in order to deal with spurious eigenstates. Still, the projection of $F$ on the the $\bar{V}_{ph}$ space can be performed in a formal way. In this situation, the two approaches to evaluate the matrix $A$ in terms of either $U$ or $H$ are not equivalent but represent two different approximations that can be compared to assert the quality of the separation between physical and spurious states.
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